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Preface

This is the first volume in a series of books on the general theme of Supersym-
metric Mechanics, which are based on lectures and discussions held in 2005
and 2006 at the INFN-Laboratori Nazionali di Frascati. These schools orig-
inated from a discussion among myself, my long-time foreign collaborators,
and my Italian students. We intended to organize these schools as an intense
week of learning around some specific topics reflecting our current and “tra-
ditional” interests. In this sense, the choice of topics was both rather specific
and concrete, allowing us to put together different facets related to the main
focus (provided by Mechanics). The selected topics include Supersymmetry
and Supergravity, Attractor Mechanism, Black Holes, Fluxes, Noncommuta-
tive Mechanics, Super-Hamiltonian Formalism, and Matrix Models.

All lectures were meant for beginners and covered only half of each day.
The rest of the time was dedicated to training, solving of problems proposed
in the lectures, and collaborations. One afternoon session was devoted to short
presentations of recent original results by students and young researchers. The
interest vigorously expressed by all attendees, as well as the initiative of the
Editors at Springer Verlag, Heidelberg, prompted an effort by all lecturers,
helped in some cases and to various degrees by some of the students, includ-
ing myself, to write down the content of the lectures. The lecturers made a
substantial effort to incorporate in their write-ups the results of the animated
discussion sessions that followed their lectures. In one case (i.e. for the lec-
tures delivered by Sergio Ferrara) the outgrowth of the original notes during
the subsequent reworking, for encompassing recent developments, as well as
taking into account the results of the discussion sessions, yielded such a large
contribution as to deserve a separate volume on its own. This work is published
as the second volume in this series, Lect. Notes Phys. 701 “Supersymmetric
Mechanics – Vol. 2: The Attractor Mechanism” (2006), ISBN: 3-540-34156-0.
A third volume on related topics is in preparation.

In spite of the heterogeneous set of lecturers as well as topics, the resulting
volumes have reached a not so common unity of style and a homogeneous
level of treatment. This is in part because of the abovementioned discussions
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that have been taken into account in the write-ups, as well as due to the
pedagogical character that inspired the school on the whole. In practice, no
previous knowledge by attendees was assumed on the treated topics.

As a consequence, these books will be suitable for academic instruction
and research training on such topics, both at the postgraduate level, as well
as for young postdoctoral researchers wishing to learn about supersymmetry,
supergravity, superspace, noncommutativity, especially in the specific context
of Mechanics.

I warmly thank both lecturers and students for their collective work and
strenuous efforts, which helped shaping up these volumes. Especially, I wish to
mention Professors Ferrara, Gates, Krivonos, Nair, Nersessian and Sochichiu
for their clear teaching, enduring patience, and deep learning, as well as in
particular the students Alessio Marrani and Emanuele Orazi for their relent-
less questioning, sharp curiosity, and thorough diligence. Last, but not least,
I wish to express my gratitude to Mrs. Silvia Colasanti, at INFN in Frascati,
for her priceless secretarial work and skilled organizing efforts. Finally, I am
grateful to my wife Gloria, and my daughters Costanza and Eleonora, for pro-
viding me a peaceful and favorable environment for the long hours of work
needed to complete these contributions.

Frascati, Italy Stefano Bellucci
December 2005
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1

A Journey Through Garden Algebras

S. Bellucci,1 S.J. Gates Jr.,2 and E. Orazi1,3

1 INFN-Laboratori Nazionali di Frascati, Via E. Fermi 40, C.P. 13, 00044 Frascati,
Italy
bellucci@lnf.infn.it

2 Physics Department, University of Maryland, Rm. 4125, College Park, MD
20742-4111
gatess@wam.umd.edu

3 Dipartimento di Fisica, Università di Roma “Tor Vergata”, Via della Ricerca
Scientifica 1, 00133 Roma, Italy
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Abstract. The main purpose of these lectures is to give a pedagogical overview on
the possibility to classify and relate off-shell linear supermultiplets in the context
of supersymmetric mechanics. A special emphasis is given to a recent graphical
technique that turns out to be particularly effective for describing many aspects of
supersymmetric mechanics in a direct and simplifying way.

1.1 Introduction

Sometimes problems in mathematical physics go unresolved for long periods
of time in mature topics of investigation. During this World Year of Physics,
which commemorates the pioneering efforts of Albert Einstein, it is perhaps
appropriate to note the irreconcilability of the symmetry group of Maxwell
equations with that of Newton’s equation (via his second law of motion) was
one such problem. The resolution of this problem, of course, led to one of the
greatest revolutions in physics. This piece of history suggests a lesson on what
can be the importance of problems that large numbers of physicists regard as
unimportant or unsolvable.

In light of this episode, the presentation which follows hereafter is focused
on a problem in supersymmetry that has long gone unresolved and seems gen-
erally regarded as one of little importance. While there is no claim or preten-
sion that this problem has the importance of the one resolved by the brilliant
genius of Einstein, it is a problem that perhaps holds the key to a more math-
ematically complete understanding of the area known as “supersymmetry.”

The topic of supersymmetry is over 30 years old now. It has been vigor-
ously researched by both mathematicians and physicists. During this entire
time, this subject has been insinuated into a continuously widening array of
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increasingly sophisticated mathematical models. At the end of this stream of
development lies the mysterious topic known as “M-theory.” Accordingly, it
may be thought that all fundamental issues regarding this area have already
a satisfactory resolution.

However, as surprising as it may seem, in fact very little is known about
the representation theory of supersymmetry required for the classification
of irreducible superfield theories in a manner that allows for quantization
consistent with a manifest realization of supersymmetry.

Superspace is to supersymmetry as Minkowski space is to the Lorentz
group. Superspace provides the most natural geometrical setting in which
to describe supersymmetrical theories. Almost no physicist would utilize the
component of Lorentz four-vectors or higher rank tensor to describe relativistic
physics. Yet, the analog of this is a common practice in describing supersym-
metrical theory. This is so because “component fields” are the predominant
language by which most discussions of supersymmetry are couched.

One fact that hides this situation is that much of the language used to
describe supersymmetrical theories appears to utilize the superspace formal-
ism. However, this appearance is deceiving. Most often what appears to be
a superspace presentation is actually a component presentation in disguise.
A true superspace formulation of a theory is one that uses “unconstrained”
superfields as their fundamental variables. This is true of a tiny subset of
the discussions of supersymmetrical theories and is true of none of the most
interesting such theories involving superstrings.

This has led us to the belief that possibly some important fundamental
issues regarding supersymmetry have yet to be properly understood. This
belief has been the cause of periodic efforts that have returned to this issue.
Within the last decade this investigation has pointed toward two new tools
as possibly providing a fresh point of departure for the continued study (and
hopefully ultimate resolution) of this problem. One of these tools has relied on
a totally new setting in which to understand the meaning of supersymmetry.
This has led to the idea that the still unknown complete understanding of the
representation theory of supersymmetry lies at the intersection of the study
of Clifford algebras and K-theory. In particular, a certain class of Clifford
algebras (to which the moniker GR(d, N) have been attached) provides a
key to making such a connection. Within the confines of an interdisciplinary
working group that has been discussing these problems, the term “garden
algebra” has been applied to the symbolic name GR(d, N). It has also been
shown that these Clifford algebras naturally lead to a graphical representation
somewhat akin to the root and weight spaces seen in the classification of
compact Lie algebras. These graphs have been given the name “Adinkras.”
The topic of this paper will be introducing these new tools for the study of
supersymmetry representation theory.
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1.2 GR(d, N) Algebras

1.2.1 Geometrical Interpretation of GR(d, N) Algebras

In a field theory, boson and fermions are to be regarded as diffeomorphisms
generating two different vector spaces; the supersymmetry generators are
nothing but sets of linear maps between these spaces. Following this pic-
ture we can include a supersymmetric theory in a more general geometrical
framework defining the collection of diffeomorphisms

φi : R → RdL , i = 1, . . . , dL (1.1)

ψα̂ : R → RdR , i = 1, . . . , dR , (1.2)

where the one-dimensional dependence reminds us that we restrict our atten-
tion to mechanics. The free vector spaces generated by {φi}dL

i=1 and {ψα̂}dR

α̂=1

are respectively VL and VR, isomorphic to RdL and RdR . For matrix repre-
sentations in the following, the two integers are restricted to the case dL =
dR = d. Four different linear mappings can act on VL and VR

ML : VL → VR, MR : VR → VL

UL : VL → VL, UR : VR → VR , (1.3)

with linear maps space dimensions

dimML = dimMR = dRdL = d2 ,

dim UL = dL
2 = d2, dim UR = dR

2 = d2 , (1.4)

as a consequence of linearity. To relate this construction to a general real
(≡ GR) algebraic structure of dimension d and rank N denoted by GR(d,N),
two more requirements need to be added.

1. Let us define the generators of GR(d,N) as the family of N + N linear
maps1

LI ∈ {ML}, I = 1, . . . , N
RK ∈ {MR}, K = 1, . . . , N (1.5)

such that for all I,K = 1, . . . , N , we have

LI ◦RK + LK ◦RI = −2δIKIVR
,

RI ◦ LK +RK ◦ LI = −2δIKIVL
, (1.6)

where IVL
and IVR

are identity maps on VL and VR. Equations (1.6) will
later be embedded into a Clifford algebra but one point has to be empha-
sized, we are working with real objects.

1 Notice that in previous works on the subject [1, 2], the maps LI and RK were
exchanged, so that LI ∈ {MR} and RK ∈ {ML}.



4 S. Bellucci et al.

2. After equipping VL and VR with euclidean inner products 〈·, ·〉VL
and

〈·, ·〉VR
, respectively, the generators satisfy the property

〈φ,RI(ψ)〉VL
= −〈LI(φ), ψ〉VR

, ∀(φ, ψ) ∈ VL ⊕ VR . (1.7)

This condition relates LI to the hermitian conjugate of RI , namely RI
†,

defined as usual by

〈φ,RI(ψ)〉VL
= 〈R†

I(φ), ψ〉VR
(1.8)

so that
R†

I = Rt
I = −LI . (1.9)

The role of {UL} and {UR} maps is to connect different representations once
a set of generators defined by conditions (1.6) and (1.7) has been chosen.
Notice that (RILJ) j

i ∈ UL and (LIRJ) β̂
α̂ ∈ UR. Let us consider A ∈ {UL}

and B ∈ {UR} such that

A : φ → φ′ = Aφ
B : ψ → ψ′ = Bψ (1.10)

then, taking the VL sector as example, we have

〈φ,RI(ψ)〉VL
→ 〈Aφ,RIB(ψ)〉VL

= 〈φ,A†RIB(ψ)〉VL

= 〈φ,R′
I(ψ)〉VL

(1.11)

so a change of representation transforms the generators in the following
manner:

LI → L′
I = B†LIA

RI → R′
I = A†RIB . (1.12)

In general (1.6) and (1.7) do not identify a unique set of generators. Thus,
an equivalence relation has to be defined on the space of possible sets of
generators, say {LI , RI} ∼ {L′

I , R
′
I} if and only if there exist A ∈ {UL} and

B ∈ {UR} such that L′ = B†LIA and R′ = A†RIB.
Now, we want to show how a supersymmetric theory arises. Algebraic

derivations are defined by

δεφi = iεI(RI)
α̂

i ψα̂

δεψα̂ = −εI(LI)
i

α̂∂τφi , (1.13)

where the real-valued fields {φi}dL
i=1 and {ψα̂}dR

α̂=1 can be interpreted as bosonic
and fermionic respectively. The fermionic nature attributed to the VR ele-
ments implies that ML and MR generators, together with supersymmetry
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transformation parameters εI , anticommute among themselves. Introducing
the dL + dR dimensional space VL ⊕ VR with vectors

Ψ =
(
φ
ψ

)
, (1.14)

Equation (1.13) reads

δε(Ψ) =
(
iεRψ
εL∂τφ

)
(1.15)

so that

[δε1 , δε2 ]Ψ = iεI1ε
J
2

(
RILJ∂τφ
LIRJ∂τψ

)
− iεJ2 ε

I
1

(
RJLI∂τφ
LJRI∂τψ

)
= −2iεI1ε

I
2∂τΨ ,

(1.16)
utilizing that we have classical anticommuting parameters and that (1.6) hold.
It is important to stress that components of (1.23) can be interpreted as su-
perfield components, so it is as if we were working with a particular superfield
multiplet containing only these physical bosons and fermions. From (1.16) it
is clear that δε acts as a supersymmetry generator, so that we can set

δQΨ := δεΨ = iεIQIΨ (1.17)

which is equivalent to writing

δQφi = i
(
εIQIψ

)
i
,

δQψα̂ = i
(
εIQIφ

)
α̂
, (1.18)

with

QI =
(

0 RI

LIH 0

)
, (1.19)

where H = i∂τ . As a consequence of (1.16) a familiar anticommutation rela-
tion appears

{QI , QJ} = −2iδIJH , (1.20)

confirming that we are talking about genuine supersymmetry. Once the super-
symmetry is recognized, we can associate to the algebraic derivations (1.13),
the variations defining the scalar supermultiplets. However, the choice (1.13)
is not unique: one can check that

δQξα̂ = εI(LI)
i

α̂Fi ,

δQFi = −iεI(RI)
α̂

i ∂τξα̂ , (1.21)

is another proposal linked to ordinary supersymmetry as the previous one. In
this case we will refer to the supermultiplet defined by (1.21) as the spinorial
one.
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1.2.2 Twisted Representations

The construction outlined above suffers from an ambiguity in the definition of
superfield components (φi, ψα̂) and (ξα̂, Ai) due to the possibility of exchang-
ing the role of R and L generators, giving rise to the new superfields (φα̂, ψi)
and (ξi, Aα̂) with the same supersymmetric properties of the previous ones.
The variations associated to these twisted versions are, respectively

δQφα̂ = iεI(LI)
i

α̂ψi

δQψi = −εI(RI)
α̂

i ∂τφα̂ , (1.22)

and

δQξi = εI(RI)
α̂

i Fα̂ ,

δQFα̂ = −iεI(LI)
i

α̂∂τξi . (1.23)

The examples mentioned above are just some cases of a wider class of in-
equivalent representations, referred to as “twisted” ones. The possibility to
pass from a supermultiplet to its twisted version is realized by the so called
“mirror maps.” Moreover, it is possible to define superfields in a completely
different manner by parameterizing the supermultiplet using component fields
which take value in the algebra vector space. We will refer to these objects
as Clifford algebraic superfields. An easy way to construct this kind of repre-
sentations is tensoring the superspace {VL} ⊕ {VR} with {VL} or {VR}. For
instance, if we multiply from the right by {VL} then we have

({VL} ⊕ {VR}) ⊗ {VL} = {UL} ⊕ {ML} (1.24)

whose fields content is

φ j
i ∈ {UL} ,

ψ i
α̂ ∈ {ML} , (1.25)

with supersymmetry transformations

δQφ
j

i = −iεI(RI)
α̂

i ψ j
α̂ ,

δQψ
i

α̂ = εI(LI)
j

α̂ ∂τφ
i

j , (1.26)

still defining a scalar supermultiplet. An analogous structure can be assigned
to {UR} ⊕ {ML}, {UL} ⊕ {MR}, and {UR} ⊕ {MR} type superspaces. Even
in these cases, twisted versions can be constructed applying considerations
similar to those stated above. The important difference between the Clifford
algebraic superfields approach and the VR ⊕ VL superspace one, resides in
the fact that in the latter case the number of bosonic fields (which actually
describe coordinates) increases with the number of supersymmetric charges,
while in the first case there is a way to make this not happen, allowing for a
description of arbitrary extended supersymmetric spinning particle systems,
as it will be shown in the third section.
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1.2.3 GR(d, N) Algebras Representation Theory

It is time to clarify the link with real Clifford Γ -matrices of Weyl type (≡
block skew diagonal) space which is easily seen to be

ΓI =
(

0 RI

LI 0

)
. (1.27)

In fact, due to (1.6), Γ -matrices in (1.27) satisfy

{ΓI , ΓJ} = −2iδIJI, ∀I, J = 1, . . . , N , (1.28)

which is the definition of Clifford algebras. One further Γ -matrix, namely

ΓN+1 =
(
I 0
0 −I

)
, (1.29)

can be added. Therefore, the complete algebra obeys the relationships

{ΓA, ΓB} = −2iηABI, ∀A,B = 1, . . . , N + 1 , (1.30)

where
ηAB = diag(1, . . . , 1︸ ︷︷ ︸

N

,−1) . (1.31)

In the following we assume that A,B indices run from 1 to N + 1 while
I, J run from 1 to N . The generator (1.29), that has the interpretation of a
fermionic number, allow us to construct the following projectors on bosonic
and fermionic sectors:

P± =
1
2

(I ± ΓN+1) , (1.32)

which are the generators of the usual projectors algebra

PaPb = δabPa . (1.33)

Commutation properties of P± with Γ -matrices are easily seen to be

P±ΓI = ΓIP∓ ,

P±ΓN+1 = ±ΓN+1P± . (1.34)

The way to go back to GR(d,N) from a real Clifford algebra is through

RI = P+ΓIP− ,

LI = P−ΓIP+ , (1.35)

that yield immediately the condition (1.6)

R(ILJ) = P+Γ(IP−ΓJ)P+ = −2δIJP+ ≡ − 2δIJI+ , (1.36)
L(IRJ) = P−Γ(IP+ΓJ)P− = −2δIJP− ≡ − 2δIJI− . (1.37)
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In this way, we have just demonstrated that representations of GR(d, N) are
in one-to-one correspondence with the real-valued representations of Clifford
algebras, which will be classified in the following using considerations of [3].
To this end, let M be an arbitrary d× d real matrix and let us consider

S =
∑
A

Γ−1
A MΓA , (1.38)

then

∀ ΓB ∈ C(p, q), Γ−1
B SΓB =

∑
A

(ΓBΓA)−1
MΓAΓB =

∑
C

Γ−1
C MΓC = S ,

(1.39)
where we have used the property of Γ -matrices

ΓAΓB = εABΓC + δABI . (1.40)

Equation (1.39) tells us that for all ΓA ∈ C(p, q) there exists at least one S
such that [ΓA, S] = 0. Thus, by Shur’s lemma, S has to be invertible (if not
vanishing). It follows that any set of such M matrices defines a real division
algebra. As a consequence of a Frobenius theorem, three possibilities exist
that we are going to analyze.

1. Normal representations (N). The division algebra is generated by the
identity only

S = λI, λ ∈ R . (1.41)

2. Almost complex representations (AC). There exists a further divi-
sion algebra real matrix J such that J2 = −I and we have

S = µI + νJ, µ, ν ∈ R . (1.42)

3. Quaternionic representations (Q). Three elements E1, E2, and E3

satisfying quaternionic relations

EiEj = −δijE +
3∑

k=1

εijkEk, i, j = 1, 2, 3 , (1.43)

are present in this case. Thus it follows

S = µI + νE1 + ρE2 + σE3, µ, ν, ρ, σ ∈ R . (1.44)

The results about irreducible representations obtained in [3] for C(p, q)
are summarized in Table 1.1.

The dimensions of irreducible representations are referred to faithful ones
except the p − q = 1, 5 cases where exist two inequivalent representations of
the same dimension, related to each other by Γ̄A = −ΓA. To obtain faithful
representations, the dimensions of those cases should be doubled defining
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Table 1.1. Representation dimensions for C(p, q) algebras

p − q = 0 1 2 3 4 5 6 7

Type N N N AC Q Q Q AC
Rep. dim. 2n 2n 2n 2n+1 2n+1 2n+1 2n+1 2n+1

It appears n =
[

p+q
2

]
with [.] denoting here and in the following, the integer part.

Γ̃A =
(
ΓA 0
0 −ΓA

)
. (1.45)

Once the faithfulness has been recovered, we can say that a periodicity theo-
rem holds, asserting that

C (p+ 8, 0) = C (p, 0) ⊗M16 (R) , (1.46)
C (0, q + 8) = C (0, q) ⊗M16 (R) , (1.47)

where Mr(R) stands for the set of all r×r real matrices. Furthermore we have

C (p, p) = Mr (R) , r = 2n . (1.48)

The structure theorems (1.47) and (1.48) justify the restriction in Table 1.1
to values of p − q from 0 to 7. As mentioned in [4], the dimensions reported
in Table 1.1 can be expressed as functions of the signature (p, q) introducing
integer numbers k, l,m, and n such that

q = 8k +m, 0 ≤ m ≤ 7 ,
p = 8l +m+ n, 1 ≤ n ≤ 8 , (1.49)

where n fix p− q up to l − k multiples of eight as can be seen from

p− q = 8(l − k) + n , (1.50)

while m encode the p, q choice freedom keeping p− q fixed. Obviously, k and
l take into account the periodicity properties. The expression of irreducible
representation dimensionalities reads

d = 24k+4l+mF (n) , (1.51)

where F (n) is the Radon–Hurwitz function defined by

F (n) = 2r, [log2n] + 1 ≥ r ≥ [log2n], r ∈ N . (1.52)

Turning back to GR(d,N) algebras, from (1.31) we deduce that we have
to deal only with C(N, 1) case which means that irreducible representation
dimensions depend only on N in the following simple manner:

d = 24aF(b) (1.53)
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Table 1.2. Representation dimensions for GR(d, N) algebras

b = 1 2 3 4 5 6 7 8

Type N AC Q Q Q AC N N
Rep. dim. 24a 2 × 24a 4 × 24a 4 × 24a 8 × 24a 8 × 24a 8 × 24a 8 × 24a

where N = 8a + b with a and b integer running respectively from 1 to 8 and
from 0 to infinity. This result can be obtained straightforwardly setting p = 1
and q = N in (1.49). Representation dimensions obtained adapting the results
of Table 1.1 to the C(N, 1) case are summarized in Table 1.2.

In what follows we focus our attention to the explicit representation’s
construction. First of all we enlarge the set of linear mappings acting between
VL and VR, namely ML ⊕ MR (i.e., GR(d,N)), to UL ⊕ UR defining the
enveloping general real algebra

EGR(d,N) = ML ⊕MR ⊕ UL ⊕ UR . (1.54)

As noticed before, we have the possibility to construct elements of UL and UR

as products of alternating elements of ML and MR so that

LIRJ , LIRJLKRL, . . . ∈ UR ,

RILJ , RILJRKLL, . . . ∈ UL , (1.55)

but LI and RJ come from C(N, 1) through (1.35) so all the ingredients are
present to develop explicit representation of EGR(d,N) starting from Clifford
algebra.

We focus now on the building of enveloping algebras’ representations start-
ing from Clifford algebras. Indeed, we need to divide the representations into
three cases.

1. Normal representations. In this case basic definition of Clifford algebra
(1.30) suggests a way to construct a basis {Γ} by wedging Γ matrices

{Γ} = {I, Γ I , Γ IJ , Γ IJK , . . . , ΓN+1}, I < J < K . . . , (1.56)

where Γ I,...,J are to be intended as the antisymmetrization of Γ I · · ·Γ J

matrices otherwise denoted by Γ [I · · ·Γ J] or Γ [N ] if the product involve
N elements. Dividing into odd and even products of Γ we obtain the sets

{Γe} = {I, ΓN+1, Γ IJ , Γ IJΓN+1, Γ IJKL, . . . } ,
{Γo} = {Γ I , Γ IΓN+1, Γ IJK , Γ IJKΓN+1 . . . } , (1.57)

respectively related to {M} and {U} spaces. Projectors (1.32) have the
key role to separate left sector from right sector. In fact, for instance, we
have
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P+ΓIJP+ = P+Γ[IΓJ]P+P+ = P+Γ[IP−ΓJ]P+

= P+Γ[IP−P−ΓJ]P+ = R[ILJ] ∈ {UL} , (1.58)

and in a similar way P−Γ
IJP− = L[IRJ] ∈ {UR}, P+ΓIJKP− =

R[ILJRK] ∈ {MR}, and so on. Those remarks provide the following
solution

{UR} = {P−, P−Γ
IJP−, . . . , P−Γ

[N ]P−} ≡ { IVR
, L[IRJ], . . . } ,

{MR} = {P+Γ
IP−, . . . , P+Γ

[N−1]P−} ≡ {RI , R[ILJRK], . . . },
{UL} = {P+, P+ΓIJP+, . . . , P+Γ[N ]P+} ≡ { IVL

, R[ILJ], . . . } ,
{ML} = {P−ΓIP+, . . . , P−Γ[N−1]P+} ≡ {LI , L[IRJLK], . . . } ,

(1.59)

which we will denote as ∧GR(d,N) to remember that it is constructed
by wedging LI and RJ generators. Clearly enough, from each Γ[I,...,J]

matrix we get two elements of EGR(d,N) algebra as a consequence of
the projection. Thus, we can say that in the normal representation case,
C(N, 1) is in 1–2 correspondence with the enveloping algebra which can be
identified by ∧GR(d,N). By the wedging construction in (1.59) naturally
arise p-forms that is useful to denote

fI = LI , f̂ I = RI ,

fIJ = R[ILJ], f̂ IJ = L[IRJ] ,

fIJK = L[IRJLK], f̂ IJK = R[ILJRK] ,

...
... (1.60)

The superfield components for the {UL} ⊕ {ML} type superspace intro-
duced in (1.25), can be expanded in terms of this normal basis as follows

φ j
i = φ δ j

i + φIJ(fIJ ) j
i + · · · ∈ {UL} ,

ψ i
α̂ = ψI(fI) i

α̂ + ψIJK(fIJK) i
α̂ + · · · ∈ {ML} (1.61)

according to the fact that f[even] ∈ {UL} and f[odd] ∈ {ML}. We will refer
to this kind of supefields as bosonic Clifford algebraic ones because of the
bosonic nature of the level zero field. Similar expansion can be done for the
{UR} ⊕ {MR} type superspace where f̂[even] ∈ {UR} and f̂[odd] ∈ {MR}

φ β̂
α̂ = φ δ β̂

α̂ + φIJ(f̂IJ ) β̂
α̂ + · · · ∈ {UR} ,

ψ α̂
i = ψI(f̂I) α̂

i + ψIJK(f̂IJK) α̂
i + · · · ∈ {MR} . (1.62)

In the (1.62) case we deal with a fermionic Clifford algebraic superfield
because the component φ is a fermion. For completeness we include the
remaining cases, namely {UR} ⊕ {ML} superspace
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φ β̂
α̂ = φ δ β̂

α̂ + φIJ(f̂IJ ) β̂
α̂ + · · · ∈ {UR} ,

ψ i
α̂ = ψI(fI) i

α̂ + ψIJK(fIJK) i
α̂ + · · · ∈ {ML} , (1.63)

and {UL} ⊕ {MR} superspace

φ j
i = φ δ j

i + φIJ (fIJ ) j
i + · · · ∈ {UL} ,

ψ α̂
i = ψI(f̂I) α̂

i + ψIJK(f̂IJK) α̂
i + · · · ∈ {MR} . (1.64)

2. Almost complex representations. As already pointed out, those kind
of representations contain one more generator J with respect to normal
representations so that to span all the space, the normal part, which is
generated by wedging, is doubled to form the basis for the Clifford algebra

{Γ} = {I, J, Γ I , Γ IJ, Γ IJ , Γ IJJ, . . . , ΓN+1, ΓN+1J} . (1.65)

Starting from (1.65) it is straightforward to apply considerations from
(1.57) to (1.59) to end with a EGR(d,N) almost complex representation
in 1–2 correspondence with the previous. Concerning almost complex Clif-
ford algebra superfields, it is important to stress that we obtain irreducible
representations only restricting to the normal part.

3. Quaternionic representations. Three more generators Eα satisfying[
Eα, Eβ

]
= 2εαβγEγ (1.66)

have to be added to the normal part to give the following quaternionic
Clifford algebra basis

{Γ} = {I, Eα, Γ I , Γ IEα, Γ IJ , Γ IJEα, . . . , ΓN+1, ΓN+1Eα} , (1.67)

which is four times larger than the normal part. Again, repeating the
projective procedure presented above, generators of Clifford algebra (1.67)
are quadrupled to produce the EGR(d,N) quaternionic representation.
Even in this case only the normal part gives irreducible representations
for the Clifford algebra superfields.

Notice that from the group manifold point of view, the presence of the
generator J for the almost complex case and generators Eα for the quater-
nionic one, separate the manifold into sectors which are not connected by
left or right group elements multiplication giving rise to intransitive spaces.
Division algebra has the role to link those different sectors.

Finally we explain how to produce an explicit matrix representation using
a recursive procedure mentioned in [1] that can be presented in the following
manner for the case N = 8a+ b with a ≥ 1:

L1 = iσ2 ⊗ Ib ⊗ I8a = R1 ,

LI = σ3 ⊗ (Lb)I ⊗ I8a = RI , 1 ≤ I ≤ b− 1 ,
LJ = σ1 ⊗ Ib ⊗ (L8a)J = RJ , 1 ≤ I ≤ 8a− 1 ,
LN = I2 ⊗ Ib ⊗ I8a = −RN , (1.68)
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where In stands for the n-dimensional identity matrix while Lb and L8a are
referred respectively to the cases N = b and N = 8a. Expressions for the cases
where N ≤ 7 which are the starting points to apply the algorithm in (1.68),
can be found in appendix A of [5].

1.3 Relationships Between Different Models

It turns out that apparently different supermultiplets can be related to each
other using several operations.

1. Leaving N and d unchanged, one can increase or decrease the number
of physical bosonic degrees of freedom (while necessarily and simultane-
ously to decrease or increase the number of auxiliary bosonic degrees of
freedom) within a supermultiplet by shifting the level of the superfield
θ-variables expansion by mean of an automorphism on the superalgebra
representation space, commonly called automorphic duality (AD).

2. It is possible to reduce the number of supersymmetries maintaining fixed
representation dimension (reduction).

3. The space-time coordinates can be increased preserving the supersymme-
tries (oxidation).

4. By a space-time compactification, supersymmetries can be eventually in-
creased.

These powerful tools can be combined together to discover new supermul-
tiplets or to relate the known ones. The first two points will be analyzed in
the following paragraphs while for the last two procedures, we remind to [6, 7]
and references therein.

1.3.1 Automorphic Duality Transformations

Until now, we encountered the following two types of representations: the first
one defined on VL and VR superspace complemented with the second one, Clif-
ford algebraic superfields. In the latter case we observed that in order to obtain
irreducible representations, it is needed a restriction to normal representations
or to their normal parts. If we consider irreducible cases of Clifford algebraic
superfields then there exists the surprising possibility to transmute physical
fields into auxiliary ones changing the supermultiplet degrees of freedom dy-
namical nature. The best way to proceed for an explanation of the subject is
to begin with the N = 1 example which came out to be the simplest. In this
case only two supermultiplets are present:

• the scalar supermultiplet (X,ψ) respectively composed of one bosonic and
one fermionic field arranged in the superfield

X(τ, θ) = X(τ) + iθψ(τ) , (1.69)
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with transformation properties

δQX = iεψ ,

δQψ = ε∂τX ; (1.70)

• the spinor supermultiplet (ξ,A) respectively composed of one bosonic and
one fermionic field arranged in the superfield

Y (τ, θ) = ξ(τ) + θA(τ) , (1.71)

with transformation properties

δQA = iε∂τξ ,

δQξ = εA . (1.72)

The invariant Lagrangian for the scalar supermultiplet transformations (1.70)

L = Ẋ2 + igψψ̇ , (1.73)

gives to the fields X and ψ a dynamical meaning and offers the possibility to
perform an automorphic duality map that at the superfield level reads

Y (τ, θ) = −iDX(τ, θ) , (1.74)

where D = ∂θ + iθ∂τ is the superspace covariant derivative. At the component
level (1.74) corresponds to the map upon bosonic components

X(τ) = ∂−1
τ A(τ) , (1.75)

and identification of fermionic ones. The mapping (1.96) is intrinsically not
local but it can be implemented in a local way both in the transformations
(1.70) and in the Lagrangian (4.220) producing respectively (1.72) and the
Lagrangian

L = A2 + igψψ̇ . (1.76)

As a result we get that automorphic duality transformations map N = 1
supermultiplets into each other in a local way, changing the physical mean-
ing of the bosonic field X from dynamical to auxiliary A (not propagating)
as is showed by the Lagrangian (1.76) invariant for (1.72) transformations.
Note that the auxiliary meaning of A is already encoded into (1.72) trans-
formations that enlighten on the nature of the fields and consequently of the
supermultiplet.

Let us pass to the analysis of the N = 2 case making a link with the con-
siderations about representation theory discussed above. At the N = 2 level,
we deal with an AC representation so, in order to implement AD transforma-
tions, we focus on the normal part, namely ∧GR(d,N), defining the Clifford
algebraic bosonic superfield
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φ i
j = φδ i

j + φIJ(fIJ ) i
j ,

ψ i
α̂ = ψI(fI) i

α̂ , (1.77)

constructed with the forms (1.60). Notice that if we work in an N -dimensional
space then the highest rank for the forms is N . This is the reason why, writing
(1.77), we stopped at f IJ level. Some comments about transformation prop-
erties. By comparing each level of the expansion, it is straightforward to prove
that superfields (1.61) transform according to (1.26) if the component field
transformations are recognized to be

δQφ
I1···Ipeven = −iε[I1ψI2···Ipeven ] + i(peven + 1)εJψI1···IpevenJ ,

δQψ
I1···Ipodd = −ε[I1 φ̇I2···Ipodd ] + i(podd + 1)εJ φ̇I1···IpoddJ . (1.78)

Therefore (1.78) for the N = 2 case read

δQφ = iεIψ
I ,

δQψ
I = −εI φ̇+ 2εJ φ̇IJ ,

δQφ
IJ = −iε[IψJ] . (1.79)

Once again, transformations (1.79) admit local AD maps between bosonic
fields. To discuss this in a way that brings this discussion in line with that
of [8], we adhere to a convention that list three numbers (PB, PF, AB) where
PB denotes the number of “propagating” bosonic fields, AB denotes the num-
ber of “auxiliary” bosonic fields, and PF denotes the number of “fermionic”
fields.

We briefly list the resulting supermultiplets arising from the dualization
procedure.

• The AD map involving φ field

φ(τ) = ∂−1
τ A(τ) , (1.80)

yield a (1, 2, 1) supermultiplet whose transformation properties are

δQA = iεI∂τψ
I ,

δQψ
I = −εIA+ 2εJ φ̇IJ ,

δQφ
IJ = −iε[IψJ] . (1.81)

• By redefining the φIJ field

φIJ = ∂−1
τ BIJ , (1.82)

another (1, 2, 1) supermultiplet is obtained. Accordingly, we have

δQφ = iεIψ
I ,

δQψ
I = −εI φ̇+ 2εJAIJ ,

δQA
IJ = −iε[I∂τψ

J] . (1.83)
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• Finally, if both redefinitions (1.80) and (1.82) are adopted, then we are
left with (0, 2, 2) spinor supermultiplet whose components behave as

δQA = iεI∂τψ
I ,

δQψ
I = −εIA+ 2εJAIJ ,

δQA
IJ = −iε[I∂τψ

J] . (1.84)

It is important to stress that we can make redefinitions of bosonic fields
via AD maps that involve higher time derivatives. For instance, by applying
∂2

τ to the first equation in (1.79) together with the new field introduction

φ = ∂−2
τ C , (1.85)

transformations turn out to be free from nonlocal terms if AD for the remain-
ing fields

ψI = i∂−1
τ ξI

φIJ = ∂−1
τ DIJ (1.86)

are enforced. Thus, we end with

δQC = −εI∂τξ
I

δQξ
I = iεIC − 2iεJḊIJ

δQD
IJ = ε[IξJ] . (1.87)

From (1.87), one may argue that C is auxiliary while D is physical. The point
is which is the meaning of the fields we started from? An invariant action from
(1.87) is

L = C2 + igξξ̇ + ḊIJḊ
IJ , (1.88)

so that going backward, we can deduce the initial action

L = φ̈2 + igψ̇ψ̈ + φ̈IJ φ̈
IJ . (1.89)

The examples above should convince any reader that Clifford superfields
are a starting point to construct a wider class of representation by means of
AD maps. Following this idea, one can identify each supermultiplet with a
correspondent root label (a1, . . . , ak)± where ai ∈ Z are defined according to

(φ̃, ψ̃I , φ̃IJ , . . . )+ = (∂−a0
τ φ, ∂a1

τ ψI , ∂−a2
τ φIJ , . . . )+ ,

(ψ̃, φ̃I , ψ̃IJ , . . . )0.− = (∂a0
τ ψ, ∂−a1

τ φI , ∂a2
τ ψIJ , . . . )− , (1.90)

and ± distinction between Clifford superfields of bosonic and fermionic
type. For instance, the last supermultiplet (1.87), corresponds to the case
(a0, a1, a2)± = (2,−1, 1)+. We name base superfield the one with all zero in
the root label (0, . . . , 0)±, underling that in the plus (minus) case, this super-
multiplet has to be intended as the one with all bosons (fermion) differentiated
in the r.h.s. of variations. They are of particular interest in the supermulti-
plets whose root labels involve only 0 and 1. All these supermultiplets form
what we call root tree.
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1.3.2 Reduction

It is shown in Table 1.2 that N = 8, 7, 6, 5 irreducible representations have
the same dimension. The same happens for the N = 4, 3 cases. This fact re-
flects the possibility to relate those supermultiplets via a reduction procedure.
To explain how this method works, consider a form fI1···IK

and notice that
the indices I1, . . . , IK run on the number of supersymmetries: reducing this
number corresponds to diminishing the components contained in the rank k
form. The remaining components have to be rearranged into another form.
For instance, if we consider a 3-rank form for the N = 8 case then the number
of components is given by2

(
8
3

)
= 56 but, reducing to the N = 7 case and

leaving invariant the rank, we get
(

7
3

)
= 35 components. The remaining ones

can be rearranged in a 5-rank form. This means that the maximum rank of
Clifford superfield expansion is raised until the irreducible representation di-
mension is reached. However, the right way to look at this rank enhancing is
through duality. An enlightening example will be useful. By a proper count-
ing of irreducible representation dimension for the EGR(8, 8), we are left with
{UL} ⊕ {ML} type Clifford algebraic superfield

φij = φδij + φIJ (fIJ )ij + φIJKL (fIJKL)ij

ψα̂i = ψI (fI)α̂i + ψIJK (fIJK)α̂i , (1.91)

where the 4-form has definite duality or, more precisely, the sign in the equa-
tion

εIJKLMNPQfMNPQ = ±f IJKL , (1.92)

has been chosen, halving the number of independent components. To reduce
to the N = 7 case, we need to eliminate all “8” indices and this can be done
by exploiting the duality. For instance, fI8 can disappear if transformed into

εIJKLMNP8fP8 = ±f IJKLMN . (1.93)

This trick adds the 6-rank to the expansion manifesting the enhancing phe-
nomenon previously discussed. Once the method is understood, it is straight-
forward to prove that for the N = 7 case, the proper superfield expression
is

φij = φδij + φIJ (fIJ )ij + φIJKL (fIJKL)ij + φIJKLMN (fIJKLMN )ij

ψiĵ = ψI (fI)iĵ + ψIJK (fIJK)iĵ + ψIJKLM (fIJKLM )iĵ

+ψIJKLMPQ (fIJKMNPQ)iĵ . (1.94)

The explicit reduction procedure for N ≤ 8 can be found in [2] and summa-
rized in Tables 1.3 and 1.4.
2 For the construction of N = 8 supersymmetric mechanics, see [9]; the nonlinear

chiral multiplet has been used in this connection [10], as well as in related tasks
[11].
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Table 1.3. EGR(4, 4) and its reduction: algebras representation in terms of forms
and division algebra

EGR(d, N) ΛGR(d, N) basis Division Structure

EGR(4, 4)

{UL} = {I, fIJ , E µ̂, fIJE µ̂}

{ML} = {fI , fI Ê µ̂}
E µ̂, Ê µ̂

EGR(4, 3)

{UL} = {I, fIJ , E µ̂, fIJE µ̂}

{ML} = {fI , fI Ê µ̂, fIJK , fIJK Ê µ̂}
E µ̂, Ê µ̂

Here and in the following table, the generators E µ̂, Ê µ̂ are respectively the +
and − projections of the quaternionic division algebra generators in the Clifford
space. The same projection on complex structure originate D, D̂.

1.4 Applications

1.4.1 Spinning Particle

Before we begin a detailed analysis of spinning particle system it is important
to understand what a spinning particle is. Early models of relativistic particle
with spin involving only commuting variables can be divided into the two
following classes:

• vectorial models, based on the idea of extending Minkowski space-time by
vectorial internal degrees of freedom;

• spinorial models, characterized by the enhancing of configuration space
using spinorial commuting variables.

These models lack the following important requirement: after first quantiza-
tion, they never produce relativistic Dirac equations. Moreover, in the spino-
rial cases, a tower of all possible spin values appear in the spectrum. Further
progress in the development of spinning particle descriptions was achieved by
the introduction of anticommuting variables to describe internal degrees of
freedom [12]. This idea stems from the classical limit (h → 0) formulation of
Fermi systems [13], the so called “pseudoclassical mechanics” referring to the
fact that it is not an ordinary mechanical theory because of the presence of
Grassmannian variables. By means of pseudoclassical approach, vectorial and
spinorial models can be generalized to “spinning particle” and “superparticle”
models, respectively. In the first case, the extension to superspace (xµ, θµ, θ5)
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Table 1.4. EGR(8, 8) and its reductions

EGR(d, N) ΛGR(d, N) Basis Division Structure

EGR(8, 8)
{UL} = {I, fIJ , fIJKL}

{ML} = {fI , fIJK}
I

EGR(8, 7)
{UL} = {I, fIJ , fIJKL, fIJKLMN}

{ML} = {fI , fIJK , f[5], f[7]}
I

EGR(8, 6)
{UL} = {I, fI7, fIJ , fIJK7, fIJKL, f[5]7, f[6]}

{ML} = {f7, fI , fIJ7, fIJK , , f[4]7, f[5], f[6]7}
D = f7

EGR(8, 5)

{UL} = {I, f67, fI6, fI7, fIJ , fIJ67, fIJK7,

fIJKL, fIJKL67, f[5]7, f[5]6}

{ML} = {f7, f6, fI , fI67, fIJ7, fIJ6, fIJK ,

fIJk67, f[4]7, f[4]6, f[5], f[5]67, }

E µ̂ = (f67, f[5]6, f[5]7)

Ê µ̂ = (f7, f6, f[5]67)

Here the subscript [n] is used in place of n anticommuting indices.

is made possible by a pseudovector θµ and a pseudoscalar θ5 [14, 15]. The pres-
ence of vector index associated with θ-variables implies the vectorial character
of the model.

In the second case, spinorial coordinates are considered, giving rise to ordi-
nary superspace approach whose underlying symmetry is the super-Poincaré
group (eventually extended) [13]. The superparticle is nothing but a general-
ization of relativistic point particle to superspace.

It turns out that after first quantization, the spinning particle model pro-
duced Dirac equations and all Grassmann variables are mapped into Clifford
algebra generators. Superfields that take values on this kind of quantized su-
perspace are precisely Clifford algebraic superfields described in the previous
paragraphs. On the other side, a superspace version of Dirac equation arises
from superparticle quantization. Moreover, θ-variables are still present in the
quantized version.
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To have a more precise idea, we spend a few words discussing the Barducci–
Casalbuoni–Lusanna model [14], which is one of the first works on pseudo-
classical model. As already mentioned, it is assumed that the configuration
space to be described by (xµ, θµ, θ5). The Lagrangian of the system

LBCL = −m
√(

ẋµ − i

m
θµθ̇5

)(
ẋµ − i

m
θµθ̇5

)
− i

2
θµθ̇

µ − i

2
θ5θ̇5 (1.95)

is invariant under the transformations

δxµ = −εµaθ5 + ε5bθµ ,

δθµ = εµ ,

δθ5 = ε5 . (1.96)

and produces the equations of motion

p2 −m2 = 0 ,
pµθ

µ −mθ5 = 0 , (1.97)

after a canonical analysis. These (1.97) are classical limits of Klein–Gordon
and Dirac equations, respectively. Moreover, the first quantization maps θ-
variables into Clifford algebra generators

θµ → γµγ5 (pseudovector) ,
θ5 → γ5 (pseudoscalar) , (1.98)

so that (1.97) exactly reproduce relativistic quantum behavior of a particle
with spin. Even if it is not manifest, it is possible to find a particular direction
in the (θµ, θ5) space along which the theory is invariant under the following
localized supersymmetry transformation

δxµ = 2
i

m2
ε5(τ)Pµθ5(τ) −

i

m
ε5(τ)θµ ,

δθµ =
1
m
ε5(τ)Pµ ,

δθ5 = ε5(τ) , (1.99)

opening the way to supergravity. Basic concepts on the extension to minimal
supergravity-coupled model can be found in [16]. Here the proposed action
is a direct generalization of one-dimensional general covariant free particle to
include the spin; for the first-order formalism in the massless case we have

S =
∫

dτ
{
PµẊµ − 1

2
eP 2 − i

2
ψµψ̇µ − i

2
χψµPµ

}
, (1.100)

with the local invariances
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δψµ = ε(τ)Pµ, δφµ = iε(τ)ψµ, δPµ = 0 ,
δe = iε(τ)χ, δχ = 2ε̇(τ) , (1.101)

corresponding to pure supergravity transformations as is shown by calculating
the commutators

[δε1 , δε2 ]X
µ = ξẊµ + iε̃ψµ ,

[δε1 , δε2 ]ψ
µ = ξψ̇µ + ε̃Pµ ,

[δε1 , δε2 ] e = ξė+ ξ̇e+ iε̃χ ,

[δε1 , δε2 ]χ = ξχ̇+ ξ̇χ+ 2 ˙̃ε , (1.102)

where

ξ = 2ie−1ε2ε1 ,

ε̃ = −1
2
ξχ . (1.103)

In fact, the r.h.s. of (1.102) describes both general coordinate and local su-
persymmetry transformations.

To produce a mass-shell condition, the massive version of the above model
requires the presence of a cosmological term in the action

S = −1
2

∫
dτem2 (1.104)

that, in turn, imply the presence of an additional anticommuting field ψ5,
transforming through

δψ5 = mε̃ , (1.105)

to construct terms that restore the symmetries broken by (1.104). The com-
plete action describing the massive spinning particle version minimally cou-
pled to supergravity multiplet turns out to be

S =
∫

dτ
[
PµẊµ − 1

2
e(P 2 +m2) − i

2
(ψµψ̇µ + ψ5ψ̇5) −

i

2
χ(ψµPµ +mψ5)

]
.

(1.106)
The second-order formalism for the massless and massive model follow straight-
forwardly from actions (1.106) and (1.100) eliminating the P fields using their
equations of motion.

An advance on this line of research yielded the on-shell N-extension [17].
However, a satisfactory off-shell description with arbitrary N requires the
GR(d, N) approach. In the paragraphs below we describe in detail how this
construction is worked out.

Second-Order Formalism for Spinning Particle
with Rigid N-Extended Supersymmetry

The basic objects of this model are Clifford algebraic bosonic superfields val-
ued in {UL} ⊕ {ML} superspace with transformations (1.26). One can easily
check that the action
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S =
∫

dτ{(∂τ (φ1)
j

i )(∂τ (φ1) i
j ) + i(ψ1) α̂

i ∂τ (ψ1) i
α̂} (1.107)

is left unchanged by (1.26). The next step consists in separating the physical
degrees of freedom in ((φ1)

j
i , (ψ1) i

α̂ ) from nonphysical ones. For the bosonic
superfield, valued in {UL}, we separate the trace from the remaining compo-
nents

(φ1)
j

i = Xδ j
i + φ̃ j

i ,

X = φ i
i , φ̃ i

i = 0 , (1.108)

and perform an AD transformation on tilded components

φ̃ j
i = ∂−1

τ F j
i , (1.109)

to end with the decomposition

φ j
i = Xδ j

i + ∂−1
τ F j

i , (1.110)

constrained by the equation
F i

i = 0. (1.111)

The field component X can be interpreted as the spinning particle bosonic
coordinate in a background space. Nothing forbids us from considering D
supermultiplet of this kind that amounts, to add a D-dimensional background
index µ to the superfields

(φ1)
j

i → (φµ
1 ) j

i ,

(ψ1) i
α̂ → (ψµ

1 ) i
α̂ . (1.112)

In this way the dimension of the background space has no link neither with
the number of supersymmetries nor with representation dimension. However,
to simplify the notation, background index will be omitted. Transformations
involving the fields defined in (1.111) reads

δQX = −1
d
iεI(RI) α̂

i (ψ1) i
α̂ ,

δQF j
i = ′iεI(RI) α̂

i ∂τ (ψ1)
j

α̂ ,

δQ(ψ1) i
α̂ = εI(LI)

j
α̂ F i

j + εI(LI) i
α̂∂τX. (1.113)

Even in the fermionic case, we need that only the lowest component in the
expansion (1.61) has physical meaning so that the higher level components
can be read as auxiliary ones by means of AD map. Fermionic superfield
components happen to be distributed in the following manner

(ψ1) i
α̂ = ψI(LI) i

α̂ + ψ̃ i
α̂ = ψI(LI) i

α̂ + µ i
α̂ , (1.114)
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where ψI = 1
d (RI) α̂

i (ψ1) i
α̂ and the fermionic superfield µ i

α̂ obey the constraint
equation

(RI) α̂
i µ i

α̂ = 0 . (1.115)

After the substitution of the new component fields (1.114), transformations
(1.113) became

δQX = −1
d
iεI(RI) α̂

i (LJ ) i
α̂ψ

J , (1.116)

δQF j
i = iεI(RI) α̂

i (LJ ) j
α̂ ∂τψ

J − iεI(RI) α̂
i ∂τµ

j
α̂ , (1.117)

(LI) i
α̂ δQψ

I + δQµ
i

α̂ = εI(LI)
j

α̂ F i
j + εI(LI) i

α̂∂τX, (1.118)

where we used (1.115) to obtain (1.1). Equations (1.1) and (1.2) can be sim-
plified into

δQX = iεIψI ,

δQF j
i = iεI(fIJ ) j

i ∂τψ
I − iεI(RI) α̂

i ∂τµ
j

α̂ , (1.119)

if one notice that

(RI) α̂
i (LJ ) i

α̂ = −dδIJ ,

(RI) α̂
i (LJ ) j

α̂ = (fIJ ) j
i (1.120)

while (1.3) need more care. To separate the variation of ψI and µ i
α̂ , we multiply

by (RJ) α̂
i to eliminate the µ i

α̂ contribution, thanks to (1.115). As a result we
get

− dδQψJ = εI(fJI)
j

i F i
j − dεJ∂τX

⇓

δQψI = εI∂τX − 1
d
εJ (fIJ ) j

i F i
j . (1.121)

Substituting back (1.121) into (1.3) we finally have

δQµ
i

α̂ = −(LI) i
α̂

[
εI∂τX − 1

d
εJ (f I

J ) j
i F i

j

]
+ εI(LI)

j
α̂ F i

j + εI(LI) i
α̂∂τX

=
[
εI(f̂I)

j
α̂ +

1
d
εJ(f̂I) i

α̂ (f I
J) j

i

]
F i

j . (1.122)

The supermultiplet (X,F j
i , ψI , µ

i
α̂ ) together with transformations (1.119),

(1.121), and (1.122), is called “universal spinning particle multiplet” (USPM).
Acting with the maps (1.111) and (1.114) on the action (1.107) we obtain the
USPM invariant action

S =
∫

dτ{d(∂τX∂τX − iψI∂τψI) + F j
i F j

i + iµ α̂
i ∂τµ

i
α̂} (1.123)
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that represent the second-order approach to the spinning particle problem
with global supersymmetry. A remarkable difference between the AD pre-
sented in Subsect. 1.3.1 and the AD used to derive USPM resides in the fact
that in the latter case we map φ̃ j

i and ψ̃ i
α̂ which are Clifford algebraic su-

perfield while in the previous we work at the component level. Finally, it is
important to keep in mind that the superfields φ̃ j

i and ψ̃ i
α̂ take values on the

normal part of the enveloping algebra which is equivalent to say that they can
be expanded on the basis (1.60).

First-Order Formalism for Spinning Particle
with Rigid N-Extended Supersymmetry

To formulate a first-order formalism, one more fermionic supermultiplet is
required. This time the superfields ((φ2)

j
i , (ψ2) α̂

i ), valued in {UL} ⊕ {MR}
superspace, transform according to

δQ(φ2)
j

i = −iεI(LI)
j

α̂ ∂τ (ψ2) α̂
i

δQ(ψ2) α̂
i = εI(RI)

α̂
j (φ2)

j
i . (1.124)

The expansions needed turns out to be

(φ2)
j

i = Pδ j
i + G j

i , G i
i = 0

(ψ2) α̂
i = ψ̄I(RI) α̂

i + X α̂
i , (LI) i

α̂X α̂
i = 0 (1.125)

that bring us to the trasformations

δQP = iεI ψ̄I ,

δQG j
i = −i∂τ εJ(f̂IJ ) j

i ψ̄I − iεK(LK) j
α̂ X α̂

i ,

δQψ̄I = εIP + d−1εJ(f̂JI) i
j G j

i ,

δQX α̂
i = −d−1εJ (f̂ I) α̂

i (f̂JI) i
j G j

i + εI(f̂I) α̂
j G j

i . (1.126)

Here, the scalar supermultiplet ((φ1)
j

i , (ψ1) i
α̂ ) has to be treated in the fol-

lowing different way: the off-trace superfield µ i
α̂ undergoes an AD

µ i
α̂ → ∂−1

τ Λ i
α̂ , (1.127)

that slightly changes the variation (1.119), (1.121) and (1.122) into

δQX = iεIψI ,

δQF j
i = iεI(fIJ ) j

i ∂τψ
I − iεI(RI) α̂

i Λ j
α̂ ,

δQψI = εI∂τX +
1
d
εJ (fIJ ) j

i F i
j ,

δQΛ
i

α̂ =
[
εI(LI)

j
α̂ − 1

d
εJ(f̂I) i

α̂ (f I
J) j

i

]
∂τF i

j . (1.128)
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The action can be thought as the sum of two separated pieces

SP 2 =
1
d

∫
dτ{(φ2)

j
i (φ2)

i
j + i (ψ2)

i
α̂ ∂τ (ψ2)

α̂
i } ,

SPV =
1
d

∫
dτ{(φ2)

j
i ∂τ (φ1)

i
j + i (ψ2)

α̂
i ∂τ (ψ1)

i
α̂} , (1.129)

so that, in analogy with the free particle description where the Lagrangian
has the form

L = PV − 1
2
P 2 (1.130)

we consider
S = SPV − 1

2
SP 2 , (1.131)

as the correct first-order free spinning particle model. By eliminating the
fermionic supermultiplet superfields by their equations of motion, we fall into
the second-order description. It is clear that the fermionic supermultiplet is
nothing but the conjugated of USPM. After (1.125) substitution the proposed
action (1.131) assume the final aspect

Ssp =
∫

dτ
{
P∂τX +

1
d
G j

i F i
j − iψ̄I∂τψI +

i

d
X α̂

i Λ i
α̂

−1
2
P 2 − 1

2d
G j

i G i
j − i

2
ψ̄I∂τ ψ̄I −

i

2d
X α̂

i ∂τX i
α̂

}
, (1.132)

where the auxiliary superfields P 2, F j
i , Λ i

α̂ , G j
i , and X α̂

i are manifest.

Massive Theory

The massive theory is obtained by adding to the previous first- and second-
order actions the appropriate terms where it figures an additional supermul-
tiplet (ψ̂ α̂

i , Ĝ j
i ), which is fermionic in nature

δQψ̂
α̂

i = εI(RI) α̂
j Ĝ j

i ,

δQĜ
j

i = iεI(LI)
j

α̂ ∂τ ψ̂
α̂

i , (1.133)

and is inserted through the action

SM =
∫

dτ [iψ̂ i
α̂ ∂τ ψ̂

α̂
i + Ĝ i

j Ĝ
j

i +MĜ i
i ] . (1.134)

Here the bosonic auxiliary trace G i
i plays a different role with respect to the

other off-trace component because it is responsible, by its equation of motion,
for setting the mass equal to M . It can be easily recognized the resemblance
between the Sherk–Shwartz method [18] and the above way to proceed if we
interpret the mass multiplet as a (D + 1)th Minkowski momentum compo-
nent without coordinate analogue. We underline that the “mass multiplet”
(1.133) is crucial if we want to insert the mass and preserve the preexisting
symmetries, as it happens for the ψ5 field (1.105).
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First- and Second-Order Formalism for Spinning Particle Coupled
to Minimal N-Extended Supergravity

For completeness, we include the coupling of the above models to minimal one-
dimensional supergravity. The supergravity multiplet escape from GR(d,N)
embedding because its off-shell fields content (e, χI),

δQe = −4ie2εIχI ,

δQχ
I = −∂τ εI , (1.135)

consists of one real boson and N real fermions. General coordinate variations
are

δGCe = ėξ − eξ̇ ,

δGCχ
I = ∂τ (χIξ) . (1.136)

The gauging of supersymmetry requires the introduction of connections by
means of generators AIJ valued on an arbitrary Lie algebra. Local supersym-
metric variations come from (1.119), (1.121), and (1.122) by replacing

∂τ → D = e∂τ + eχIQI +
1
2
wJKAJK , (1.137)

while the gravitino one can be written

δQχ
I = −

[
δ I
J ∂τ − 1

2
e−1wKL(fKL) I

J

]
εJ . (1.138)

One can explicitly check that the local supersymmetric invariant action for
the above-mentioned transformations, is

S =
∫

dτ { e−1

[
PDτX +

1
d
G j

i F i
j − iψ̄IDτψI +

i

d
X α̂

i Λ i
α̂

−1
2
P 2 − 1

2d
G j

i G i
j − i

2
ψ̄IDτ ψ̄I −

i

2d
X α̂

i DτX i
α̂

]

−iχI

[
ψ̄IP +

1
d
(fIJ ) i

j G j
i ψ̄J +

1
d
(LI) i

α̂G j
i X α̂

j

ψIP +
1
d
(fIJ ) i

j G j
i ψJ − 1

d
(LI) i

α̂F j
i X α̂

j

]}
,

(1.139)

providing the first-order massless model for spinning particle minimally cou-
pled to N -extended supergravity on the worldline. Equation of motion asso-
ciated to P field reads

P = DτX − iχI ψ̄I − iχIψI , (1.140)
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that, substituted in (1.139), give us the second-order formulation

S =
∫

dτ
{ 1

2
DτXDτX +

1
d
G j

i F i
j − iψ̄IDτψI +

i

d
X α̂

i Λ i
α̂

− 1
2d

G j
i G i

j − i

2
ψ̄IDτ ψ̄I −

i

2d
X α̂

i DτX i
α̂

− i

d
χI

[
(fIJ ) i

j G j
i ψ̄J + (LI) i

α̂G j
i X α̂

j(
fIJ) i

j G j
i ψJ − (LI) i

α̂F j
i X α̂

j + χχterms
]}

. (1.141)

Finally, the massive theory is obtained following the ideas of the previous
paragraph. The massive supermultiplet (1.133) is coupled to supergravity su-
permultiplet by the extension of (1.134) to the local supersymmetric case

SM =
∫

dτ{ie−1ψ̂ i
α̂ ∂τ ψ̂

α̂
i + e−1Ĝ i

j Ĝ
j

i + e−1MĜ i
i

+ iχI(LI) i
α̂ ψ̂

α̂
j Ĝ j

i − iMχI(RI) α̂
i ψ̂ i

α̂ }, (1.142)

that is exactly what we need to add to the action (1.139) to achieve a com-
pletely off-shell massive first-order description. We close this review by noting
that important issues regarding zero-modes of the models discussed above
have yet to be resolved. So, we do not regard this as a completed subject yet.

1.4.2 N = 8 Unusual Representations

There exists also some “unusual” representations in this approach to one-
dimensional supersymmetric quantum mechanics. As an illustration of these,
the discussion will now treat such a case for GR(8, 8). It may be verified that
a suitable representation is provided by the 8 × 8 matrices

L1 = iσ3 ⊗ σ2 ⊗ σ1 , L5 = iσ1 ⊗ σ1 ⊗ σ2 ,
L2 = iσ3 ⊗ σ2 ⊗ σ3 , L6 = iσ1 ⊗ σ3 ⊗ σ2 ,
L3 = i σ3 ⊗ I2 ⊗ σ2 , L7 = iσ1 ⊗ σ2 ⊗ I2 ,
L4 = − iσ2 ⊗ I2 ⊗ I2 , L8 = I2 ⊗ I2 ⊗ I2 .

(1.143)

An octet of scalar fields AI and spinor fields ΨI may be introduced. The
supersymmetry variation of these are defined by

δQAJ = iεI(LJ )IKΨK , δQΨK = − εI (RN )KI

(
∂τAN

)
, (1.144)

where I, J,K, etc. now take on the values 1, 2,. . . ,8. Proper closure of the
supersymmetry algebra requires in addition to (1.6) also the fact that

(RN )KJ (LN )IM + (RN )KI(LN )JM = − 2δIJδKM , (1.145)

which may be verified for the representation in (1.143). This is the fact that
identifies the representation in (1.144) as being an “unusual” representation.
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Table 1.5. The representation in (1.144) has been given the name “ultra-multiplets”

p Degeneracy

8 1
7 2
6 1
5 2
4 4
3 2
2 1
1 2
0 1

The sum of the degeneracies adds to 16.

The representation in (1.144) through the action of various AD maps generates
many closely related representations. In fact, it can be seen that for any integer
p (with 0 ≤ p ≤ 8) there exist (p, 8, 8 −p) representations!

Table 1.5 shows that there are, for example, two distinct supermultiplets
that have seven propagating bosons. To gain some insight into how this pro-
fusion of supermultiplets comes into being, it is convenient to note that the
matrices in (1.143) can be arranged according to the identifications

αÂ =


 L1

L2

L3


 , βÂ =


 L5

L6

L7


 ,

Θ = L4, L8 = δ, (1.146)

where the quantities LI is split into triplets of matrices αÂ and βÂ, as well as
the single matrix Θ and the identity matrix δ.

With respect to this same decomposition the eight bosonic fields may be
written as

AI = {PÂ, AÂ, A, P} . (1.147)

Now the two distinct cases where p = 2 occur from the respective AD maps

{PÂ, AÂ, A, P} → {PÂ, AÂ, ∂−1
τ A, P} (1.148)

and
{PÂ, AÂ, A, P} → {PÂ, AÂ, A, ∂−1

τ P} . (1.149)

1.5 Graphical Supersymmetric Representation
Technique: Adinkras

The root labels defined in (1.90) seem to be good candidates to classify lin-
ear representation of supersymmetry. However, a more careful analysis reveals
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that there is not a one to one correspondence between admissible transfor-
mations and labels. For instance the N = 1 scalar supermultiplet can be
identified by both (0, 0)+ and (0, 1)− root labels.

To exploit fully the power of the developed formalism, we need to introduce
a more fundamental technique that from one side eliminate all the ambiguities
and from another side reveal new structures. A useful way to encode all the
informations contained in a supermultiplet, is provided by a graphical formu-
lation where each graph is christen Adinkra in honour of Asante populations
of Ghana, West Africa, accustomed to express concepts that defy usual words,
by symbols. This approach was pioneered in [19].

Basic pictures used to represent supersymmetry are circles (nodes), white
for bosons and black for fermions component fields, connected by arrows that
are chosen in such a way to point the higher component field which is assumed
to be the one that does not appear differentiated in the r.h.s. of transformation
properties. The general rule to follow in constructing variations from Adinkras
is

δQfi = ±ib∂a
τ fj , (1.150)

where fi, fj are two adjacent component fields, b = 1 (b = 0) if fj is a fermion
(boson) and a = 1 (a = 0) if fj is the lower (higher) component field. The
sign has to be the same for both the nodes connected. Its relevance became
clear only for N > 1 as will be discussed in the Subsect. 1.5.1. In the following
we introduce a general procedure to classify root tree supermultiplets, that
works for arbitrary N .

1.5.1 N = 1 Supermultiplets

It is straightforward to recognize the N = 1 scalar supermultiplet labeled by
(0, 0)+

δQφ = iεψ,
δQψ = ε∂τφ,

⇒ (1.151)

and the first level dualized supermultiplet (1, 0)+

δQφ = iε∂τψ,
δQψ = εφ.

⇒ (1.152)

that corresponds to the spinorial supermultiplet. The order of the nodes is con-
ventionally chosen to keep contact with component fields order of the bosonic
root labels (i.e., marked with a plus sign). Alternatively, starting from (1.151),
we can dualize the second level, falling in the (1.152) option. The last possi-
bility is to dualize both levels, but again we go back to the scalar case. Now
that we have run out all the bosonic root label possibilities, we can outline
the following sequence of congruences
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(0, 0)+ � (1, 1)+ ,

(1, 0)+ � (0, 1)+. (1.153)

In this framework the AD (1.74) is seen to be implemented by a simple change
in the orientation of the arrow. We refer to this simple sequence, made of all
the inequivalent root tree supermultiplets of the bosonic type, as the “base
sequence.”

Besides the AD we have another kind of duality, namely the Klein flip
(KF) [20], which corresponds to the exchanging of bosons and fermions. If we
apply the KF to the previous Adinkras it happens that we get what we call
the “mirror sequence”

→ ⇒ δQψ = εφ,
δQφ = iε∂τψ,

(1.154)

→ ⇒ δQψ = ε∂τφ,
δQφ = iεψ.

(1.155)

Here the KF is responsible for a changing of the supermultiplets nature
from bosonic to fermionic. Accordingly, to maintain the order of fermionic
root labels, we put a fermionic node on the upper position. As in the base
sequence, even in the mirror one, we have congruences between root labels,
precisely (0, 0)− � (1, 1)− are referred to (1.154) while (1, 0)− � (0, 1)− to
(1.155). The power of Adinkras became manifest when we try to find which
supermultiplet of the base sequence is equivalent to the supermultiplets in the
mirror one. It is straightforward to see that up to 180◦ rotations, only two
Adinkras are inequivalent

(0, 0)+ � (1, 1)+ � (0, 1)− � (1, 0)− ,

(0, 0)− � (1, 1)− � (0, 1)+ � (1, 0)+ . (1.156)

All the above results about N = 1 root tree supermultiplet, can be reassumed
in a compact way in Fig. 1.1, where boxed nodes refer to auxiliary fields.
Actually there exists a way to define auxiliary fields by means of Adinkras
without appealing to the dynamics. In the following we will denote as auxiliary
all the fields whose associated bosonic (fermionic) nodes are sink (source),
namely all the arrows point to (comes out from) the node.
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Fig. 1.1. N = 1 root tree elements

1.5.2 N = 2 Supermultiplets

Even in the N = 2 case we start from the scalar supermultiplet (1.13) whose
root label is (0, 0, 0)+. Choosing the representation

L1 = R1 = iσ2, L2 = −R2 = I2 , (1.157)

the resulting explicit transformation properties are

δQφ1 = −iε1ψ2 + iε2ψ1 ,

δQφ2 = iε1ψ1 + iε2ψ2 ,

δQψ1 = ε1φ̇2 + ε2φ̇1 ,

δQψ2 = −ε1φ̇1 + ε2φ̇2 . (1.158)

Accordingly, the Adinkra associated with (1.158) can be drawn as

y1 y2

F1

F2 (1.159)

The filled arrow is inserted to take into account that appears a minus sign
in the (1.150) involving φ1 and ψ2. The N = 2 case furnishes new features
that will be present in all higher supersymmetric extensions. One of them
is the sum rule that can be stated as follows: multiplying the signs chosen
in the (1.150) for a closed path in the Adinkra, we should get a minus sign.
Clearly, the graph (1.159) satisfy this condition. Moreover, it is possible to
flip the sign of a field associated to a node. The net effect on the Adinkra is
a shift of the red arrow or the appearing of two more red arrows confirming
that after this kind of flip the sum rule still holds. Another evident property
is that parallel arrows correspond to the same supersymmetry. It is easy to
foresee that the N -extended Adinkras live in an N -dimensional space so that
graphical difficulties will arise for N ≥ 4. However, suitable techniques will be
developed below to treat higher dimensional cases.
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The AD can be generalized to arbitrary N -extended cases by saying that
its application to a field is equivalent to reversing all the arrows connected to
the corresponding node. However, as will be cleared in the next paragraphs,
if we want to move inside the root tree, we have to implement AD level by
level. This means that in (1.158), the AD is necessarily implemented on both
ψ1 and ψ2 fermionic fields.

For arbitrary value of N , the proper way to manage the signs is to consider
the scalar supermultiplet Adinkra associated to (1.78), as the starting point
to construct all the other root tree supermultiplets implementing AD, Klein
flip, and sign flipping of component fields. Since the scalar supermultiplet has
well defined signs by construction, the resulting Adinkras will be consistent
with the underlying theory. This allows us to forget about the red arrows
and consider equivalent all the graphs that differ from each other by a sign
redefinition of a component field. Once the problem of signs is understood,
let us go back to the classification problem. Following the line of the N =
1 case, from the scalar Adinkra (1.159) we derive the base sequence whose
inequivalent graphs, with root labels on the right, are

→ (0, 0, 0)+ � (1, 1, 1)+ (1.160)

→ (0, 0, 1)+ � (1, 0, 0)+ (1.161)

→ (0, 1, 0)+ (1.162)

The KF applied to the above Adinkras, provides the mirror sequence

→ (0, 0, 0)− � (1, 1, 1)− (1.163)
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→ (0, 0, 1)− � (1, 0, 0)− (1.164)

→ (0, 1, 0)− . (1.165)

To classify the N = 2 root tree supermultiplets, the last step is the match-
ing of the base sequence with the mirror sequence to recognize topologically
equivalent graphs. It turns out that only four of them originate different dual
supermultiplets. In fact, Adinkra (1.160) is nothing but Adinkra (1.165) ro-
tated by 90◦. The same relation holds between the Adinkras (1.162) and
(1.163). To make the remaining Adinkra relationships clear, we can arrange
them in the following way

KF↔

AD � � AD

KF↔ (1.166)

so that left column is connected by the klein flip to the right column while
the upper row is the automorphic dual of the lower one.

1.5.3 Adinkras Folding

As observed in the previous section, Adinkras associated to N ≥ 3 extended
supermultiplets may become problematic to draw and consequently to classify.
Fortunately, there exists a very simple way to reduce the dimensionality of
the graphs preserving the topological structure memory. The process consists
in moving the nodes and arrows into each other in a proper way. In doing this
two basic rules have to be satisfied:

1. only nodes of the same type can be overlapped,
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2. we can make arrows lay upon each other only if they are oriented in the
same way.

In the first rule, when we talk about nodes of the same type, we refer not only
to the bosonic or fermionic nature but even to physical or auxiliary dynamical
behavior. To clarify how this process works, let us graphically examine the
simplest example by folding the Adinkra (1.160)

. (1.167)

On the left of each node it is reported its multiplicity. Thus from a two-
dimensional Adinkra we end up to a one-dimensional one, increasing the mul-
tiplicity of the nodes. We emphasize that in the example above, we have a
sequence of two different folding. After the first one we are left with a partially
folded Adinkra while in the end we obtain a fully folded one. It is important
for the following developments, to have in mind that we have various levels of
folding for the same Adinkra. A remarkable property of the root tree elements
is that they can be always folded into a linear chain. Applying this technique
to the arrangement scheme (1.166), the N = 2 root tree Adinkras can be
organized in Fig. 1.2.

2

1

1

2

2 2

2

2

1

1

Fig. 1.2. Fully folded N = 2 root tree elements

1.5.4 Escheric Supermultiplets

In this section we want to give some hints about how to describe supermulti-
plets that are not in the root tree. We anticipated that implementing AD on
singular nodes may bring us outside the root tree sequence. Let us examine
this aspect in some detail. Starting from variations (1.158) we dualize
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φ1 = ∂−1
τ A , (1.168)

to obtain

δQA = −iε1ψ̇2 + iε2ψ̇1 ,

δQφ2 = iε1ψ1 + iε2ψ2 ,

δQψ1 = ε1φ̇2 + ε2A ,

δQψ2 = −ε1A+ ε2φ̇2 , (1.169)

associated to Adinkra (1.161). Then let the AD map act on the left fermionic
node

ψ2 = i∂τξ , (1.170)

to end into

δQA = −iε1ξ̈ + iε2ψ̇1 ,

δQφ2 = iε1ψ1 − ε2ξ̈ ,

δQψ1 = ε1φ̇2 + ε2A ,

δQξ = iε1
∫ t̃

dt̃A− iε2φ2 , (1.171)

whose corresponding Adinkra symbol is

~
, (1.172)

where the new modified arrow is used to describe the appearance of the anti-
derivative in the r.h.s. of ψ2 variation. Let us notice that the usual ordering of
the nodes in the Adinkra (1.172) makes no sense because each node is upper
than the previous and lower then the next one. This situation was one of the
main theme of some drawings of the graphic artist Maurits Cornelis Escher
(see, for instance, the lithograph “Ascending and Descending”). For this rea-
son we will refer to these kind of supermultiplets as escheric. One of the main
features of Adinkra (1.172) is that it cannot be folded into a lower dimensional
graph. This forces us to introduce a new important concept which is the rank
of an Adinkra, namely the dimensions spanned by the fully folded graph di-
minished by one. The case (1.172) provides an N = 2 example of a rank one
Adinkra while the root trees are always composed of rank zero Adinkras.

A similar result can be found even in the N = 1 case. It is possible to go
outside the root tree enforcing the duality

φ → ∂−2
τ φ̃ , (1.173)
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on transformation properties (1.151), in order to obtain

δQφ̃ = iε∂2
τψ ,

δQψ = ε

∫ t̃

dt̃ φ̃(t̃) , (1.174)

and the new N = 1 escheric symbol

~
(1.175)

with equivalent root labels (2, 0)+ ∼= (0, 2)+ ∼= (1, 0)− ∼= (0, 1)−.
The integral in the r.h.s. of the above transformation properties assume

a particularly interesting meaning whenever the integrated boson lives in a
compact manifold. If this is the case then the integral term counts the number
of wrappings of the considered bosonic field.

The above discussion about escheric supermultiplet is somehow linked via
AD maps to supersymmetric multiplets presented so far. However, the contact
with the previous approach is completely lost by considering the Adinkra

(1.176)

and associating to this graph the variations exploiting the general method of
(1.150). It turns out that transformation properties referred to (1.176) are

δQφ1 = −iε1ψ2 + iε2ψ̇1 ,

δQφ2 = iε1ψ1 + iε2ψ̇2 ,

δQψ1 = ε1φ̇2 + ε2φ1 ,

δQψ2 = −ε1φ̇1 + ε2φ2 , (1.177)

where each field is associated to each site in the same way of Adinkra (1.159)
and a proper minus sign has been inserted in order to accomplish the sum rule.
The first thing to figure out in order to understand what kind of supersymmet-
ric properties are hidden under this new supermultiplet, is the commutator
between two variations. It is straightforward to prove that after the fields and
parameters complexification

φ = φ1 + iφ2, ψ = ψ1 + iψ2, ε = ε1 + iε2 , (1.178)
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we have3

[δQ(ε1), δQ(ε2)] = −2iε̄[1ε2]∂τ − i

2
(ε1ε2 − ε̄1ε̄2) δY (1.179)

where δY acts on the fields in the following way

δY (φ, ψ) = (∂2
τ − 1)(φ, ψ) ,

δY (φ̄, ψ̄) = −(∂2
τ − 1)(φ̄, ψ̄). (1.180)

Expressing the variations in terms of supersymmetric charges Q, Q̄ and cen-
tral charge Y

δQ(ε) = εQ+ ε̄Q̄

δY =
Y

4
, (1.181)

we obtain the central extended algebra

{Q, Q̄} = H, Q2 = iY, [H, Y ] = 0 , (1.182)

where Y plays the role of a purely imaginary central charge. Although real
central extension of similar algebras has been studied [21], the purely imagi-
nary case still lacks a completely clear interpretation.

The escheric Adinkras make clear how this graphical approach can offer
the possibility to describe theories that lie outside the formalism developed in
the previous sections and eventually can make arise to new nontrivial features.

1.5.5 Through Higher N

In principle, the techniques of the previous paragraphs are suitable even for
N ≥ 3. Thus, for N = 3 case, the scalar supermultiplet field transformations
can be written down using the representation for GR(4, 3) given by

L1 = R1 = iσ1 ⊗ σ2 =




0 0 0 1

0 0 1 0

0 −1 0 0

−1 0 0 0


 ,

L2 = R2 = iσ2 ⊗ I2 =




0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0


 ,

L3 = R3 = −iσ3 ⊗ σ2 =




0 0 −1 0

0 0 0 1

1 0 0 0

0 −1 0 0


 , (1.183)

3 The lower indices of the supersymmetry parameters are referred to different su-
persymmetries while the upper one are associated to the two real charges of the
same supersymmetry.
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so that explicitly we have

δφ1 = −iε1ψ4 − iε2ψ2 + iε3ψ3 ,

δφ2 = −iε1ψ3 + iε2ψ1 − iε3ψ4 ,

δφ3 = iε1ψ2 − iε2ψ4 − iε3ψ1 ,

δφ4 = iε1ψ1 + iε2ψ3 + iε3ψ2 ,

δψ1 = ε1φ̇4 + ε2φ̇2 − ε3φ̇3 ,

δψ2 = ε1φ̇3 − ε2φ̇1 + ε3φ̇4 ,

δψ3 = −ε1φ̇2 + ε2φ̇4 + ε3φ̇1 ,

δψ4 = −ε1φ̇1 − ε2φ̇3 − ε3φ̇2 , (1.184)

that, translated in terms of graph, are equivalent to

F1

y4

F2 F3 F4

y3 y2

y1 . (1.185)

Next, we dualize via klein flip to obtain

(1.186)

that, together with (1.185), are respectively the starting point to construct all
the elements of the base and mirror sequences using all possible levelwise AD.
Alternatively, one can derive all the base sequence from (1.185) and then per-
forms a klein flip on each base element in order to deduce the mirror Adinkras.
Finally, we fold all the topologically inequivalent Adinkras organizing them
into Fig. 1.3.

As expected, all the fully folded root tree Adinkras are one dimensional.
Moreover, one can verify that each closed path without arrows within, satisfy
the sum rule. The N = 3 case furnishes the possibility to generalize the sum
rule by saying that if a is the number of arrows that are circuited by the path
then the sign of the sum rule turns out to be (−1)a+1. It is of some importance
to notice that by completely folding the Adinkras, the levels of the nodes can
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Fig. 1.3. Fully folded N = 3 root tree elements

be upsetted. Nevertheless, if we consider the fully unfolded one-dimensional
Adinkras obtained by folding the N = 3 graphs, then we can still implement
AD level by level in order to get all the root tree. In other words the depth
of the ADs (i.e., the minimum number of dimensions reached by the folded
Adinkra when the AD is applied) used to deduce the root tree is one.

If we assume that each supersymmetry corresponds to an orthogonal di-
rection, as stated above, then the nodes are placed on the vertices of an N -
dimensional hypercube. Consequently, at N = 4 we find 2N |N=4 = 16 nodes
among which eight are bosonic and eight are fermionic. This is in contrast
with the irreducible representation dimension that is 4 + 4 = 8 as reported in
Table 1.2. The problem to face is how to reduce consistently the dimension
of the representation that arise from the N = 4 Adinkras in order to obtain
the irreducible representation described in Subsect. 1.2.3. The following two
methods are effective to solve this problem: in the first one we identify con-
sistently the nodes to obtain the proper transformation properties, while in
the second one we recognize irreducible sub-Adinkras making rise to gauge
degrees of freedom. Let us consider the first method (the other one will be
analyzed in the next paragraph) constructing the N = 4 scalar supermulti-
plet as example. A possible choice of GR(�,�) generators turns out to be
composed of six generators of the N = 3 case (1.183) plus the two generators

L4 = −R4 = −I2 ⊗ I2 (1.187)

It is straightforward to figure out the following variations:



40 S. Bellucci et al.

δφ1 = −iε1ψ4 − iε2ψ2 + iε3ψ3 − iε4ψ1 ,

δφ2 = −iε1ψ3 + iε2ψ1 − iε3ψ4 − iε4ψ2 ,

δφ3 = iε1ψ2 − iε2ψ4 − iε3ψ1 − iε4ψ3 ,

δφ4 = iε1ψ1 + iε2ψ3 + iε3ψ2 − iε4ψ4 ,

δψ1 = ε1φ̇4 + ε2φ̇2 − ε3φ̇3 − ε4φ̇1 ,

δψ2 = ε1φ̇3 − ε2φ̇1 + ε3φ̇4 − ε4φ̇2 ,

δψ3 = −ε1φ̇2 + ε2φ̇4 + ε3φ̇1 − ε4φ̇3 ,

δψ4 = −ε1φ̇1 − ε2φ̇3 − ε3φ̇2 − ε4φ̇4 , (1.188)

associated to the scalar supermultiplet. Since the number of fields are doubled
by the translation into Adinkras, it is conceivable that two copies of the same
Adinkra could fit properly to describe the supermultiplet. The N = 3 scalar
Adinkra (1.185) is suitable to encode the first three supersymmetries while
the extra supersymmetry connect the nodes of the two N = 3 scalar Adinkras
copies. Graphically, the situation can be well depicted by

F1

y4

F2 F3 F4

y3 y2

y1F1

y4

F2 F3 F4

y3 y2

y1

, (1.189)

where we omitted the arrows from φ3 to φ3 (the arrows between φ2 and ψ2,
and between φ2 and ψ2, are not repeated in the external nodes). We can see
that the fourth supersymmetry connects opposite nodes of the Adinkra (1.185)
so that we can render the drawing (1.189) in the following more compact way:

, (1.190)



1 A Journey Through Garden Algebras 41

where we agree that the dashed diagonal arrows describe the same super-
symmetry even if they are not parallel. Let us notice that the second N = 3
Adinkra in the (1.189) picture, is the mirrored copy of the first. In fact, the
dashed line in the middle represents the mirror plane inserted to underline this
property. The subtlety in this construction is hidden in the way to connect the
two N = 3 Adinkras using the fourth supersymmetry. In fact, four consistent
choices of sign flips make rise to as many inequivalent supermultiplets that
behave to the same conjugacy class. These four scalar supermultiplets were
considered in [20]. To describe them it is useful to fold the Adinkra (1.189) in
the following way:

F1

y4

F2F3 F4

y3y2

y1

y4 y3y2

F2F3 F4

F1

y1

level 1

level 2

level 3

level 4

level 5

, (1.191)

where the diagonal dashed lines stand for the levels of the N = 4 supermulti-
plets. It is clear that the right side with respect of the mirror plan is redundant
since it can be deduced from the left one. Therefore, it is sufficient to draw
only the left side of the graph (1.191) in order to allow us to add the sign flips
that identify each scalar supermultiplet as it follows

+

+

+

+

-

+

+

-

+

-

-

+

-

-

-

-
. (1.192)

This quaternionic structure can be neglected if we assume that each N = 4
Adinkra in the root tree stands for a conjugacy class. If we adhere to this
point of view, then it is a good exercise for the reader to derive all the fully
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folded root tree elements of the N = 4 case using the techniques described
so far. The best way to proceed is to reduce the Adinkra (1.189) to its most
unfolded one-dimensional version which is

6

4

4

1

1

(1.193)

obtained by identifying the nodes along the levels represented by dashed di-
agonal lines in the graph (1.191). We underline that the nontrivial structure
of the levels is not manifest in the drawing (1.189) but it becomes evident
once we fold it into the linear graph (1.193). One can check that the root tree
elements can be obtained dualizing along these levels and the resulting graphs
can be arranged in Fig. 1.4. The reader is also encouraged to try to implement
the AD not respecting the suggested levels. For instance, if we consider the
levels of each N = 3 sub-Adinkra cube to apply AD, then it is easy to see
that escheric loops may come out.
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Fig. 1.4. Fully folded N = 4 root tree elements
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1.5.6 Gauge Invariance

Before starting with the discussion of the gauge aspects of Adinkras, we need
to describe explicitly the N = 4 chiral supermultiplet. To this end, let us
apply a third level AD to the Adinkra (1.189) and fold it in the following way:

=~ =~ 4

2

2

F
1
F

3

y
1
y

3

y
4

F
2 F

4

y
2

2 2

2

2

, (1.194)

where we disregarded the second N = 3 cube and the fourth supersymmetry
arrows. The simplest root label associated to this supermultiplet is (00100)+
and it corresponds to the shadow of the N = 1, d = 4 chiral supermultiplet.
For this reason we refer to it as the N = 4 chiral supermultiplet. Analogously,
the shadow of N = 1, d = 4 vector supermultiplet can be constructed dualizing
the first, fourth, and fifth level of the scalar supermultiplet associated to the
Adinkra (1.189). By doing this we are left with

(1.195)

which is foldable to the following form

41

2

2 2

1

1

2

1

. (1.196)

In this structure, there is embedded the chiral supermultiplet as an Adinkra.
It is possible to remove it from the top of the vector Adinkra in order to obtain
two irreducible representations



44 S. Bellucci et al.

41

2

2 2

1

1

2

1 21

0

2 2

1

-1

0

1=~ +

2 2

2

2

(1.197)
We see that a subtraction of the nodes is performed and consequently, the
topmost node of the vector Adinkra assumes a negative multiplicity. Such a
node acquires the meaning of a residual gauge degree of freedom. By moving
the gauge node along the initial structure of Adinkra (1.195), we fix it on the
nearest remained node, as shown in the figure

21

0

2 2

1

-1

0

1 3

4

1

4

0

4

1

-1

=~ =~

. (1.198)

This phenomenon is nothing but the shadow of the N = 4, d = 1 Wess-
Zumino gauge fixing procedure. Clearly, the method described above offers an
alternative possibility to reduce the reducible supermultiplet coming out from
an Adinkra symbol into two reducible representations via the introduction of
gauge degrees of freedom.

1.6 Conclusions

By a geometrical interpretation of supersymmetric mechanics, we reviewed
a classification scheme that exploits real Clifford algebras which are in one-
to-one correspondence with the geometrical framework of Garden Algebras.
For supersymmetric mechanics we explicitly described the link between the
number of supersymmetries and the dimension and geometry of their faithful
representations. All methods used to construct the explicit representation of
such algebras are reviewed in detail. Particular emphasis has been dedicated
to the duality relations among different supermultiplets at fixed number of su-
persymmetries using Clifford algebraic superfields. The formalism developed
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turned out to be necessary, as well as effective, when applied to the spinning
particle problem, providing, quite straightforwardly, first- and second-order
supersymmetric actions both in the case of global and local N -extended super-
symmetry. Another new application example has been provided by an N = 8
unusual representation, suggesting how to derive many related representation
via automorphic duality.

The second part of these lectures concerned the translation of all the re-
sults obtained so far into a simple graphical language whose symbols are
called “Adinkras.” In particular, we encoded all properties of each supermul-
tiplet into an Adinkra graph in order to classify and better clarify the duality
relations between supermultiplets. Using a folding procedure to reduce the
dimensions of the Adinkras, we succeeded in classifying, up to N = 4, a
large class of supermultiplets (root trees) using linear graphs. Moreover, it
has been demonstrated that this graphical technique offers the possibility to
derive new supermultiplets through dualities, possibly with the appearance of
central charges or topological charges.

Even though the attempt to formalize a method to relate Adinkras to su-
permultiplets has been carried out successfully in these lectures, many aspects
still need a proper investigation on mathematical footing. A step forward in
this direction has been presented in a recent work [22]. However, the N ≥ 4
cases still present many unresolved classification subtleties mainly due to the
nontrivial topology structure of the Adinkras. Another line of research that
may be followed deals with the implications of the duality relations between
supermultiplets on higher dimensional field theories. The oxidation procedure
is a nice tool that can be used to proceed in this way. Recently, exploiting
the automorphic duality, it has been shown [23] that it is possible to relate
not only the N = 4 root tree supermultiplets, but even the associated in-
teracting sigma models4. Anyway, if we work outside the root tree, it is still
not completely clear what kind of theories can be constructed with such su-
permultiplets. Especially, it should be interesting to better understand how
to introduce central charges through dualities. It is our belief that the tech-
niques reviewed here will provide new insight toward the solution of this open
problem.
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Supersymmetric Mechanics in Superspace

S. Bellucci1 and S. Krivonos2

1 INFN-Laboratori Nazionali di Frascati, C.P. 13, 00044 Frascati, Italy
2 Bogoliubov Laboratory of Theoretical Physics, Joint Institute for Nuclear

Research, 141980, Dubna, Moscow region, Russia

2.1 Introduction

These lectures were given at Laboratori Nazionali di Frascati in the month of
March 2005. The main idea was to provide our young colleagues, who joined us
in our attempts to understand the structure of N -extended supersymmetric
one-dimensional systems, with short descriptions of the methods and tech-
niques we use. This was reflected in the choice of material and in the style of
presentation. We base our treatment mainly on the superfield point of view.
Moreover, we prefer to deal with N = 4 and N = 8 superfields. At present,
there exists an extensive literature on the component approach to extended
supersymmetric theories in d = 1 while the manifestly supersymmetric for-
mulation in terms of properly constrained superfields is much less known.
Nevertheless, we believe that just such formulations are preferable.

To make these lectures more or less self-consistent, we started from the
simplest examples of one-dimensional supersymmetric theories and paid a lot
of attention to the peculiarities of d = 1 supersymmetry. From time to time
we presented the calculations in a very detailed way. In other cases we omitted
the details and gave only the final answers. In any case these lectures cannot
be considered as a textbook in any respect. They can be considered as our
personal point of view on the one-dimensional superfield theories and on the
methods and techniques we believe to be important.

Especially, all this concerns Sect. 2.3, where we discuss the nonlinear re-
alization method. We did not present any proofs in this section. Instead we
focused on the details of calculations.

2.2 Supersymmetry in d = 1

The extended supersymmetry in one dimension has plenty of peculiarities
which make it quite different from its higher-dimensional analogs. Indeed,
even the basic statement of any supersymmetric theory in d > 1 – the equality

S. Bellucci and S. Krivonos: Supersymmetric Mechanics in Superspace, Lect. Notes Phys. 698,
49–96 (2006)
DOI 10.1007/3-540-33314-2 2 c© Springer-Verlag Berlin Heidelberg 2006
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of bosonic and fermionic degrees of freedom – is not valid in d = 1. As a
result, there are many new supermultiplets in one dimension which have no
higher-dimensional ancestors. On the other hand, the constraints describing
on-shell supermultiplets, being reduced to d = 1, define off-shell multiplets!
Therefore, it makes sense to start with the basic properties of one-dimensional
supermultiplets and give a sort of vocabulary with all linear finite-dimensional
N = 1, 2, 4 and N = 8 supermultiplets. This is the goal of the present section.

2.2.1 Super-Poincaré Algebra in d = 1

In one dimension there is no Lorentz group and therefore all bosonic and
fermionic fields have no space-time indices. The simplest free action for one
bosonic field φ and one fermionic field ψ reads

S = γ

∫
dt
[
φ̇2 − i

2
ψψ̇

]
. (2.1)

In what follows it will be useful to treat the scalar field as dimensionless and
assign dimension cm−1/2 to fermions. Therefore, all our actions will contain
the parameter γ with the dimension [γ] = cm.

The action (2.1) provides the first example of a supersymmetric invariant
action. Indeed, it is a rather simple exercise to check its invariance with respect
to the following transformations:

δφ = −iεψ, δψ = −εφ̇ . (2.2)

As usual, the infinitesimal parameter ε anticommutes with fermionic fields
and with itself. What is really important about transformations (2.2) is their
commutator

δ2δ1φ = δ2 (−ε1ψ) = iε1ε2φ̇ ,

δ1δ2φ = iε2ε1φ̇ ⇒ [δ2, δ1]φ = 2iε1ε2φ̇ . (2.3)

Thus, from (2.3) we may see the main property of supersymmetry trans-
formations: they commute on translations. In our simplest one-dimensional
framework this is the time translation. This property has the followin form in
terms of the supersymmetry generator Q:

{Q,Q} = −2P . (2.4)

The anticommutator (2.4), together with

[Q,P ] = 0 (2.5)

describe N = 1 super-Poincaré algebra in d = 1. It is rather easy to guess
the structure of N -extended super-Poincaré algebra: it includes N real super-
charges QA, A = 1, . . . , N with the following anti commutators:
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{
QA, QB

}
= −2δABP,

[
QA, P

]
= 0 . (2.6)

Let us stress that the reality of the supercharges is very important, as well
as having the same sign in the r.h.s. of

{
QA, QB

}
for all QA. From time

to time one can see wrong statements in the literature about the number of
supersymmetries in the theories when authors forget about these absolutely
needed properties.

From (2.2) we see that the minimal N = 1 supermultiplet includes one
bosonic and one fermionic field. A natural question arises: how many com-
ponents we need, in order to realize the N -extended superalgebra (2.6)? The
answer has been found in a paper by Gates and Rana [1]. Their idea is to
mimic the transformations (2.2) for all N supertranslations as follows:

δφi = −iεA (LA)î
i ψî, δψî = −εA (RA)i

î φ̇i . (2.7)

Here the indices i = 1, . . . , db and î = 1, . . . , df count the numbers of bosonic

and fermionic components, while (LA)î
i and (RA)i

î are N arbitrary, for the
time being, matrices. The additional conditions one should impose on the
transformations (2.7) are

• they should form the N -extended superalgebra (2.6)
• they should leave invariant the free action constructed from the involved

fields.

These conditions result in some equations on the matrices LA and RA which
has been solved in [1]. These results for the most interesting cases are sum-
marized in Table 2.1. Here, d = db = df is the number of bosonic/fermionic

Table 2.1. Minimal supermultiplets in N -extended supersymmetry

N 1 2 3 4 5 6 7 8 9 10 12 16

d 1 2 4 4 8 8 8 8 16 32 64 128

components. From Table 2.1 we see that there are four special cases with
N = 1, 2, 4, 8 when d coincides with N . Just these cases we will discuss in
the present lectures. When N > 8 the minimal dimension of the supermulti-
plets rapidly increases and the analysis of the corresponding theories becomes
very complicated. For many reasons, the most interesting case seems to be
the N = 8 supersymmetric mechanics. Being the highest N case of minimal
N -extended supersymmetric mechanics admitting realization on N bosons
(physical and auxiliary) and N fermions, the systems with eight supercharges
are the highest N ones, among the extended supersymmetric systems, which
still possess a nontrivial geometry in the bosonic sector [2]. When the number
of supercharges exceeds 8, the target spaces are restricted to be symmetric
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spaces. Moreover, N = 8 supersymmetric mechanics should be related via a
proper dimensional reduction with four-dimensional N = 2 supersymmetric
field theories. So, one may hope that some interesting properties of the latter
will survive after reduction.

2.2.2 Auxiliary Fields

In the previous subsection, we considered the realization of N -extended su-
persymmetry on the bosonic fields of the same dimensions. Indeed, in (2.7)
all fields appear on the same footing. It is a rather special case which occurs
only in d = 1. In higher dimensions the appearance of the auxiliary fields is
inevitable. They appear also in one dimension. Moreover, in d = 1, one may
convert any physical field to auxiliary and vice versa [1]. To clarify this very
important property of one-dimensional theories, let us consider the simplest
example of N = 2, d = 1 supermultiplets.

The standard definition of N = 2, d = 1 super-Poincaré algebra follows
from (2.6): {

Q1, Q1
}

=
{
Q2, Q2

}
= −2P,

{
Q1, Q2

}
= 0 . (2.8)

It is very convenient to redefine the supercharges as follows:

Q ≡ 1√
2

(Q1 + iQ2) , Q ≡ 1√
2

(Q1 − iQ2) ,

{
Q,Q

}
= −2P, Q2 = Q2 = 0 . (2.9)

From Table 2.1 we know that the minimal N = 2 supermultiplet contains two
bosonic and two fermionic components. The supersymmetry transformations
may be easily written as

{
δφ = −iε̄ψ ,

δψ = −2εφ̇ ,

{
δφ̄ = −iεψ̄ ,

δψ̄ = −2ε̄ ˙̄φ .
(2.10)

Here, φ and ψ are complex bosonic and fermionic components. The relevant
free action has a very simple form

S = γ

∫
dt
(
φ̇ ˙̄φ− i

2
ψ ˙̄ψ
)

. (2.11)

Now, we introduce new bosonic variables V and A

V = φ+ φ̄, A = i
(
φ̇− ˙̄φ

)
. (2.12)

What is really impressive is that, despite the definition of A in terms of time
derivatives of the initial bosonic fields, the supersymmetry transformations
can be written in terms of {V, ψ, ψ̄, A} only
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δV = −i
(
ε̄ψ + εψ̄

)
, δA = ε̄ψ̇ − ε ˙̄ψ ,

δψ = −ε
(
V̇ − iA

)
, δψ̄ = −ε̄

(
V̇ + iA

)
. (2.13)

Thus, the fields V, ψ, ψ̄, A form an N = 2 supermultiplet, but the dimension
of the component A is now cm−1. If we rewrite the action (2.11) in terms of
new components

S = γ

∫
dt
(

1
4
V̇ V̇ − i

2
ψ ˙̄ψ +

1
4
A2

)
, (2.14)

one may see that the field A appears in the action without derivatives and
their equation of motion is purely algebraic

A = 0 . (2.15)

In principle, we can exclude this component from the Lagrangian (2.12) using
(2.15). As a result we will have the Lagrangian written in terms of V, ψ, ψ̄ only.
But, without A, supersymmetry will close only up to equations of motion.
Indeed, the variation of (2.15) with respect to (2.13) will enforce equations of
motion for fermions

ψ̇ = ˙̄ψ = 0 .

The next variation of these equations gives

V̈ = 0 .

Such components are called auxiliary fields. In what follows we will use the
notation (n,N,N − n) to describe a supermultiplet with n physical bosons,
N fermions, and N − n auxiliary bosons. Thus, the transformations (2.13)
describe a transition from the multiplet (2,2,0) to (1,2,1). One may continue
this process and so pass from the multiplet (1,2,1) to the (0,2,2) one, by
introducing the new components B = φ̇, B̄ = ˙̄φ. The existence of such a
multiplet containing no physical bosons at all is completely impossible in
higher dimensions. Let us note that the inverse procedure is also possible [1].
Therefore, the field contents of linear, finite-dimensional off-shell multiplets
of N = 2, 4, 8, d = 1 supersymmetry read

N = 2 : (2,2,0), (1,2,1) (0,2,2)
N = 4 : (4,4,0), (3,4,1), (2,4,2), (1,4,3), (0,4,4)
N = 8 : (8,8,0), . . . , (0,8,8) (2.16)

Finally, one should stress that both restrictions – linearity and finiteness –
are important. There are nonlinear supermultiplets [3–5], but it is not always
possible to change their number of physical/auxiliary components. In the case
of N = 8 supersymmetry one may define infinite-dimensional supermultiplets,
but for them the interchanging of the physical and auxiliary components is
impossible. We notice, in passing, that recently for the construction of N = 8
supersymmetric mechanics [5–7] the nonlinear chiral multiplet has been used
[8].
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2.2.3 Superfields

Now, we will turn to the main subject of these lectures – Superfields in N -
extended d = 1 Superspace. One may ask – Why do we need superfields?
There are a lot of motivations, but here we present only two of them. First of
all, it follows from the previous subsections that only a few supermultiplets
from the whole “zoo” of them presented in (2.33), contain no auxiliary fields.
Therefore, for the rest of the cases, working in terms of physical components
we will deal with on-shell supersymmetry. This makes life very uncomfort-
able – even checking the supersymmetry invariance of the action becomes a
rather complicated task, while in terms of superfields everything is manifestly
invariant. Secondly, it is a rather hard problem to write the interaction terms
in the component approach. Of course, the superfield approach has its own
problems. One of the most serious, when dealing with extended supersym-
metry, is to find the irreducibility constraints which decrease the number of
components in the superfields. Nevertheless, the formulation of the theory in
a manifestly supersymmetric form seems preferable, not only because of its
intrinsic beauty, but also since it provides an efficient technique, in particular,
in quantum calculations.

The key idea of manifestly invariant formulations of supersymmetric the-
ories is using superspace, where supersymmetry is realized geometrically by
coordinate transformations. Let us start with N = 2 supersymmetry. The
natural definition of N = 2 superspace R

(1|2) involves time t and two anti-
commuting coordinates θ, θ̄

R
(1|2) =

(
t, θ, θ̄

)
. (2.17)

In this superspace N = 2 super-Poincaré algebra (2.9) can be easily realized

δθ = ε, δθ̄ = ε̄, δt = −i
(
εθ̄ + ε̄θ

)
. (2.18)

The N = 2 superfields Φ(t, θ, θ̄) are defined as functions on this superspace.
The simplest superfield is the scalar one, which transforms under (2.15) as
follows:

Φ′(t′, θ′, θ̄′) = Φ(t, θ, θ̄) . (2.19)

From (2.19) one may easily find the variation of the superfield in passive form

δΦ ≡ Φ′(t, θ, θ̄) − Φ(t, θ, θ̄) = −ε
(
∂

∂θ
− iθ̄

∂

∂t

)
Φ− ε̄

(
∂

∂θ̄
− iθ

∂

∂t

)
Φ

≡ −εQΦ− ε̄QΦ . (2.20)

Thus, we get the realization of supercharges Q,Q in superspace

Q =
∂

∂θ
− iθ̄

∂

∂t
, Q =

∂

∂θ̄
− iθ

∂

∂t
,
{
Q,Q

}
= −2i

∂

∂t
. (2.21)
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To construct covariant objects in superspace, we have to define covariant
derivatives and covariant differentials of the coordinates. Under the transfor-
mations (2.18), dθ and dθ̄ are invariant, but dt is not. It is not too hard to
find the proper covariantization of dt

dt → �t = dt− idθ̄θ − idθθ̄ . (2.22)

Indeed, one can check that δ�t = 0 under (2.18). Having at hands the covari-
ant differentials, one may define the covariant derivatives

(
dt

∂

∂t
+ dθ

∂

∂θ
+ dθ̄

∂

∂θ̄

)
Φ ≡

(
�t∇t + dθ D + dθ̄ D

)
Φ ,

∇t =
∂

∂t
, D =

∂

∂θ
+ iθ̄

∂

∂t
, D =

∂

∂θ̄
+ iθ

∂

∂t
,
{
D,D

}
= 2i∂t . (2.23)

As important properties of the covariant derivatives let us note that they
anticommute with the supercharges (2.28).

The superfield Φ contains the ordinary bosonic and fermionic fields as
coefficients in its θ, θ̄ expansion. A convenient covariant way to define these
components is to define them as follows:

V = Φ|, ψ = iDΦ|, ψ̄ = −iDΦ|, A =
1
2
[
D,D

]
Φ| , (2.24)

where | means the restriction to θ = θ̄ = 0. One may check that the trans-
formations of the components (2.24), which follow from (2.20), coincide with
(2.13). Thus, the general bosonic N = 2 superfield Φ describes the (1,2,1)
supermultiplet. The last thing we need to know, in order to construct the
superfield action is the rule for integration over Grassmann coordinates θ, θ̄.
By definition, this integration is equivalent to a differentiation

∫
dtdθ dθ̄L ≡

∫
dtDDL =

1
2

∫
dt
[
D,D

]
L . (2.25)

Now, we are ready to write the free action for the N = 2 (1,2,1) supermul-
tiplet

S = γ

∫
dtdθ dθ̄ DΦDΦ . (2.26)

It is a simple exercise to check that, after integration over dθ, dθ̄ and passing
to the components (2.24), the action (2.26) coincides with (2.14).

The obvious question now is how to describe in superfields the supermul-
tiplet (2,2,0). The latter contains two physical bosons, therefore the proper
superfield should be a complex one. But without any additional conditions
the complex N = 2 superfield φ, φ̄ describes a (2,4,2) supermultiplet. The
solution is to impose the so-called chirality constraints on the superfield

Dφ = 0, Dφ̄ = 0 . (2.27)
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It is rather easy to find the independent components of the chiral superfield
(2.48)

φ̃ = φ|, ψ̄ = iDφ|, ˜̄φ = φ̄|, ψ = iDφ̄| . (2.28)

Let us note that, due to the constraints (2.48), the auxiliary components are
expressed through time derivatives of the physical ones

A =
1
2
[
D,D

]
φ| =

1
2
DDφ| = i

˙̃
φ . (2.29)

The free action has a very simple form

S = γ

∫
dtdθ dθ̄

(
φ ˙̄φ− φ̇φ̄

)
. (2.30)

As the immediate result of the superfield formulation, one may write the
actions of N = 2 σ-models for both supermultiplets

Sσ = γ

∫
dtdθ dθ̄ F1(Φ)DΦDΦ ,

Sσ = γ

∫
dtdθ dθ̄ F2(φ, φ̄)

(
φ ˙̄φ− φ̇φ̄

)
, (2.31)

where F1(Φ) and F2(φ, φ̄) are two arbitrary functions defining the metric in
the target space.

Another interesting example is provided by the action of N = 2 supercon-
formal mechanics [9]

SConf = γ

∫
dtdθ dθ̄

[
DΦDΦ+ 2m logΦ

]
. (2.32)

The last N = 2 supermultiplet in Table 2.1, with content (0,2,2), may be
described by the chiral fermionic superfield Ψ :

DΨ = 0, DΨ̄ = 0 . (2.33)

Thus, we described in superfields all N = 2 supermultiplets. But really
interesting features appear in the N = 4 supersymmetric theories which we
will consider in the next subsection.

2.2.4 N = 4 Supermultiplets

The N = 4, d = 1 superspace R
(1|4) is parameterized by the coordinates

R
(1|4) =

(
t, θi, θ̄

j
)
, (θi)

† = θ̄i, i, j = 1, 2 . (2.34)

The covariant derivatives may be defined in a full analogy with the N = 2
case as
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Di =
∂

∂θi
+ iθ̄i ∂

∂t
, Dj =

∂

∂θ̄j
+ iθj

∂

∂t
,

{
Di,Dj

}
= 2iδi

j∂t . (2.35)

Such a representation of the algebra of N = 4, d = 1 spinor covariant deriva-
tives manifests an automorphism SU(2) symmetry (from the full SO(4) au-
tomorphism symmetry of N = 4, d = 1 superspace) realized on the doublet
indices i, j. The transformations from the coset SO(4)/SU(2) rotate Di and
Dj through each other.

Now, we are going to describe in superfields all possible N = 4 supermul-
tiplets from Table 2.1.

N = 4, d = 1 “Hypermultiplet”: (4, 4, 0)

We shall start with the most general case when the supermultiplet contains
four physical bosonic components. To describe this supermultiplet we have to
introduce four N = 4 superfields qi, q̄j . These superfields should be properly
constrained to reduce 32 bosonic and 32 fermionic components, which are
present in the unconstrained qi, q̄j , to 4 bosonic and 4 fermionic ones. One
may show that the needed constraints read

D(iqj) = 0 , D(iqj) = 0 , D(iq̄j) = 0 , D(iq̄j) = 0 . (2.36)

This N = 4, d = 1 multiplet was considered in [3, 4, 10–12] and also was
recently studied in N = 4, d = 1 harmonic superspace [13]. It resembles the
N = 2, d = 4 hypermultiplet. However, in contrast to the d = 4 case, the
constraints (2.125) define an off-shell multiplet in d = 1.

The constraints (2.36) leave in the N = 4 superfield qi just four spinor
components

Diq
i , Diq

i , Diq̄
i , Diq̄

i , (2.37)

while all higher components in the θ-expansion are expressed as time-derivatives
of the lowest ones. This can be immediately seen from the following conse-
quences of (2.36):

DiDjq
j = 4iq̇i, DiDjq

j = 0 .

The general sigma-model action for the supermultiplet (4,4,0) reads1

Sσ =
∫

dtd4θK(q, q̄) , (2.38)

where K(q, q̄) is an arbitrary function on qi and qj . When expressed in com-
ponents, the action (2.38) has the following form:

Sσ =
∫

dt
[
∂2K(q, q̄)
∂qi∂q̄i

q̇j ˙̄qj + fermions
]
. (2.39)

1 The standard convention for integration in N = 4, d = 1 superspace is
∫

dt d4θ =
1
16

∫
dtDiDiD

jDj
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Another interesting example is the superconformally invariant superfield
action [4]

SConf = −
∫

dtd4θ
ln
(
qiq̄i

)
qj q̄j

. (2.40)

A more detailed discussion of possible actions for the qi multiplet can be
found in [13]. In particular, there exists a superpotential-type off-shell invari-
ant which, however, does not give rise in components to any scalar potential
for the physical bosons. Instead, it produces a Wess–Zumino type term of
the first order in the time derivative. It can be interpreted as a coupling to
a four-dimensional background abelian gauge field. The superpotential just
mentioned admits a concise manifestly supersymmetric superfield formula-
tion, as an integral over an analytic subspace of N = 4, d = 1 harmonic
superspace [13].

Notice that the qi supermultiplet can be considered as a fundamental one,
since all other N = 4 supermultiplets can be obtained from qi by reduction.
We will consider how such reduction works in the last section of these lectures.

N = 4, d = 1 “Tensor” Multiplet: (3, 4, 1)

The “tensor” multiplet includes three N = 4 bosonic superfields which can
be combined in an N = 4 real isovector superfield V ij (V ij = V ji and V ik =
εii′εkk′V i′k′

). The irreducibility constraints may be written in the manifestly
SU(2)-symmetric form

D(iV jk) = 0 , D(iV jk) = 0 . (2.41)

The constraints (2.41) could be obtained by a direct dimensional reduction
from the constraints defining the N = 2, d = 4 tensor multiplet [14], in which
one suppresses the SL(2, C) spinor indices of the d = 4 spinor derivatives,
thus keeping only the doublet indices of the R-symmetry SU(2) group. This
is the reason why we can call it N = 4, d = 1 “tensor” multiplet. Of course, in
one dimension no differential (notoph-type) constraints arise on the compo-
nents of the superfield V ij . The constraints (2.41) leave in V ik the following
independent superfield projections:

V ik , DiV kl = −1
3
(εikχl +εilχk) , D̄iV kl =

1
3
(εikχ̄l +εilχ̄k) , DiD̄kVik ,

(2.42)
where

χk ≡ DiV k
i , χ̄k = χk = D̄iV

i
k . (2.43)

Thus, its off-shell component field content is just (3,4,1). The N = 4, d = 1
superfield V ik subjected to the conditions (2.41) was introduced in [15] and,
later on, rediscovered in [16–18].

As in the case of the superfield qi, the general sigma-model action for the
supermultiplet (3,4,1) may be easily written as
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Sσ =
∫

dtd4θK(V ) , (2.44)

where K(V ) is an arbitrary function on V .
As the last remark in this subsection, let us note that the “tensor” mul-

tiplet can be constructed in terms of the “hypermultiplet.” Indeed, let us
represent V ij as the following composite superfield:

Ṽ 11 = −i
√

2 q1q̄1 , Ṽ 22 = −i
√

2 q2q̄2 , Ṽ 12 = − i√
2

(
q1q̄2 + q2q̄1

)
.

(2.45)
One can check that, as a consequence of the “hypermultiplet” constraints
(2.36), the composite superfield Ṽ ij automatically obeys (2.41). This is just
the relation established in [13].

The expressions (2.45) supply a rather special solution to the “tensor”
multiplet constraints. In particular, they express the auxiliary field of Ṽ ij

through the time derivative of the physical components of qi, which contains
no auxiliary fields.2 As a consequence, the superpotential of Ṽ ik is a particular
case of the qi superpotential, which produces no genuine scalar potential for
physical bosons and gives rise for them only to a Wess–Zumino type term of
the first order in the time derivative.

N = 4, d = 1 Chiral Multiplet: (2, 4, 2)

The chiral N = 4 supermultiplet is the simplest one. It can be described, in
full analogy with the N = 2 case, by a complex superfield φ subjected to the
constraints [20, 21]

Diφ = 0 , Dj φ̄ = 0 . (2.46)

The sigma-model type action for this multiplet

Sσ =
∫

d4θK(φ, φ̄) (2.47)

may be immediately extended to include the potential terms

Spot =
∫

d2θ̄F (φ) +
∫

d2θF̄ (φ̄) . (2.48)

In more details, such a supermultiplet and the corresponding actions have
been considered in [22].

2 This is a nonlinear version of the phenomenon which holds in general for d = 1
supersymmetry and was discovered at the linearized level in [1, 19]
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The “Old Tensor” Multiplet: (1, 4, 3)

The last possibility corresponds to the single bosonic superfield u. In this case
no linear constraints appear, since four fermionic components are expressed
through four spinor derivatives of u. As it was shown in [22], one should impose
some additional, second order in spinor derivatives, irreducibility constraints
on u

DiDi e
u = DiD

i
eu =

[
Di,Di

]
eu = 0 , (2.49)

in order to pick up in u the minimal off-shell field content (1,4,3). Once again,
the detailed discussion of this case can be found in [22].

In fact, we could rederive the multiplet u from the tensor multiplet V ik

discussed in the previous subsection. Indeed, one can construct the composite
superfield

eũ =
1√
V 2

, (2.50)

which obeys just the constraints (2.49) as a consequence of (2.41). The relation
(2.50) is of the same type as the previously explored substitution (2.45) and
expresses two out of the three auxiliary fields of ũ via physical bosonic fields
of V ik and time derivatives thereof. The superconformal invariant action for
the superfield u can be also constructed [22]

SConf =
∫

dtd4θ eu u . (2.51)

By this, we complete the superfield description of all linear N = 4, d = 1
supermultiplets. But the story about N = 4, d = 1 supermultiplets is not
finished. There are nonlinear supermultiplets which make everything much
more interesting. Let us discuss here only one example – the nonlinear chiral
multiplet [4, 23].

N = 4, d = 1 Nonlinear Chiral Multiplet: (2, 4, 2)

The idea of nonlinear chiral supermultiplets comes about as follows. If
two bosonic superfields Z and Z parameterize the two-dimensional sphere
SU(2)/U(1) instead of flat space, then they transform under SU(2)/U(1)
transformations with the parameters a, ā as

δZ = a+ āZ2 , δZ = ā+ aZ2 . (2.52)

With respect to the same group SU(2), the N = 4 covariant derivatives form
a doublet

δDi = −aDi , δDi = āDi . (2.53)

One may immediately check that the ordinary chirality conditions

DiZ = 0, DiZ = 0
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are not invariant with respect to (2.52), (2.53) and they should be replaced,
if we wish to keep the SU(2) symmetry. It is rather easy to guess the proper
SU(2) invariant constraints

DiZ = −αZDiZ , DiZ = αZDiZ , α = const . (2.54)

So, using the constraints (2.54), we restore the SU(2) invariance, but the
price for this is just the nonlinearity of the constraints. Let us stress that
N = 4, d = 1 supersymmetry is the minimal one where the constraints (2.54)
may appear, because the covariant derivatives (and the supercharges) form a
doublet of SU(2) which cannot be real.

The N = 4, d = 1 nonlinear chiral supermultiplet involves one complex
scalar bosonic superfield Z obeying the constraints (2.54). If the real para-
meter α �= 0, it is always possible to pass to α = 1 by a redefinition of the
superfields Z,Z. So, one has only two essential values α = 1 and α = 0. The
latter case corresponds to the standard N = 4, d = 1 chiral supermultiplet.
Now, one can write the most general N = 4 supersymmetric Lagrangian in
N = 4 superspace

S =
∫

dtd2θ d2θ̄ K(Z,Z) +
∫

dtd2θ̄ F (Z) +
∫

dtd2θ F (Z) . (2.55)

Here, K(Z,Z) is an arbitrary function of the superfields Z and Z, while
F (Z) and F (Z) are arbitrary holomorphic functions depending only on Z
and Z, respectively. Let us stress that our superfields Z and Z obey the
nonlinear variant of chirality conditions (2.54), but nevertheless the last two
terms in the action S (2.55) are still invariant with respect to the full N = 4
supersymmetry. Indeed, the supersymmetry transformations of the integrand
of, for example, the second term in (2.55) read

δF (Z) = −εiDiF (Z) + 2iεiθ̄iḞ (Z) − ε̄iD
iF (Z) + 2iε̄iθiḞ (Z) . (2.56)

Using the constraints (2.54) the first term in the r.h.s. of (2.56) may be rewrit-
ten as

− εiDiF = −εiFZDiZ = αεiFZZDiZ ≡ αεiDi

∫
dZ FZZ . (2.57)

Thus, all terms in (2.56) either are full time derivatives or disappear after
integration over d2θ̄.

The irreducible component content of Z, implied by (2.54), does not de-
pend on α and can be defined as

z = Z| , z̄ = Z| , A = −iDiDiZ| ,
Ā = −iDiDiZ| , ψi = DiZ| , ψ̄i = −DiZ| , (2.58)

where | means restricting expressions to θi = θ̄j = 0. All higher-dimensional
components are expressed as time derivatives of the irreducible ones. Thus,
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the N = 4 superfield Z constrained by (2.54) has the same field content as
the linear chiral supermultiplet.

After integrating in (2.55) over the Grassmann variables and eliminating
the auxiliary fields A, Ā by their equations of motion, we get the action in
terms of physical components

S=
∫

dt

{
gż ˙̄z − iα

żz̄

1 + α2zz
Fz + iα

˙̄zz
1 + α2zz

F z̄ −
FzF z̄

g(1 + α2zz)2
+ fermions

}
,

(2.59)
where

g(z, z̄) =
∂2K(z, z̄)
∂z∂z̄

, Fz =
dF (z)

dz
, F z̄ =

dF (z̄)
dz̄

. (2.60)

From the bosonic part of the action (2.59) one may conclude that the system
contains a nonzero magnetic field with the potential

A0 = iα
Fz z̄ dz

1 + α2zz
− iα

F z̄z dz̄
1 + α2zz

, dA0 = iα
Fz + F z̄

(1 + α2zz)2
dz∧dz̄ . (2.61)

The strength of this magnetic field is given by the expression

B = α
(Fz + F z̄)

(1 + α2zz)2g
. (2.62)

As for the fermionic part of the kinetic term, it can be represented as follows:

SKinF =
i

4

∫
dt(1 + α2zz)g

(
ψ
Dψ̄

dt
− ψ̄

Dψ

dt

)
, (2.63)

where

Dψ = dψ + Γψ dz + T+ψ̄ dz , Dψ̄ = dψ̄ + Γ̄ ψ̄ dz̄ + T−ψ dz̄ , (2.64)

and
Γ = ∂z log

(
(1 + α2zz)g

)
, T± = ± α

1 + α2zz
. (2.65)

Clearly enough, Γ , Γ̄ , T± define the components of the connection defining
the configuration superspace. The components Γ and Γ̄ could be identified
with the components of the symmetric connection on the base space equipped
with the metric (1 + α2zz)g dz dz̄, while the rest does not have a similar in-
terpretation.

Thus, we conclude that the main differences between the N = 4 super-
symmetric mechanics with nonlinear chiral supermultiplet and the standard
one are the coupling of the fermionic degrees of freedom to the background,
via the deformed connection, the possibility to introduce a magnetic field, and
the deformation of the bosonic potential.

So far, we presented the results without explanations about how they
were found. It appears to be desirable to put the construction and study of
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N -extended supersymmetric models on a systematic basis by working out the
appropriate superfield techniques. Such a framework exists and is based on
a superfield nonlinear realization of the d = 1 superconformal group. It was
pioneered in [22] and recently advanced in [4, 6, 24]. Its basic merits are,
firstly, that in most cases it automatically yields the irreducibility conditions
for d = 1 superfields and, secondly, that it directly specifies the superconfor-
mal transformation properties of these superfields. The physical bosons and
fermions, together with the d = 1 superspace coordinates, prove to be coset
parameters associated with the appropriate generators of the superconformal
group. Thus, the differences in the field content of the various supermultiplets
are attributed to different choices of the coset supermanifold inside the given
superconformal group.

2.3 Nonlinear Realizations

In the previous section, we considered the N = 4, d = 1 linear supermultiplets
and constructed some actions. But the most important questions concerning
the irreducibility constraints and the transformation properties of the super-
fields were given as an input. In this section, we are going to demonstrate
that most of the constraints and all transformation properties can be ob-
tained automatically as results of using the nonlinear realization approach.
Our consideration will be mostly illustrative – we will skip presenting any
proofs. Instead, we will pay attention to the ideas and technical features of
this approach.

2.3.1 Realizations in the Coset Space

The key statement of the nonlinear realization approach may be formulated
as follows.

Theorem 1. If a group G acts transitively3 on some space, and the sub-
group H preserves a given point of this space, then this action of the group G
may be realized by left multiplications on the coset G/H, while the coordinates
which parameterize the coset G/H are just the coordinates of the space.

As the simplest example let us consider the four-dimensional Poincaré
group {Pµ,Mµν}. It is clear that the transformations which preserve some
point are just rotations around this points. In other words, H = {Mµν}.
Therefore, due to our Theorem, a natural realization of the Poincaré group
can be achieved in the coset G/H. This coset contains only the translations
Pµ, and it is natural to parameterize this coset as

3 This means that the transformations from G relate any two arbitrary points in
the space
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G/H = eixµPµ . (2.66)

It is evident that the Poincaré group may be realized on the four coordinates
{xµ}. What is important here is that we do not need to know how our co-
ordinates transform under the Poincaré group. Instead, we can deduce these
transformations from the representation (2.66).

Among different cosets there are special ones which are called orthonormal.
They may be described as follows. Let us consider the group G with generators
{Xi, Yα} which obey the following relations:

[Yα, Yβ ] = iCγ
αβYγ ,

[Yα,Xi] = iCj
αiXj + iCβ

αiYβ ,

[Xi,Xj ] = iCk
ijXk + iCα

ijYα , (2.67)

where C are structure constants. We see that the generators Yα form the sub-
group H. The coset G/H is called orthonormal if Cβ

αi = 0. In other words,
this property means that the generators Xi transform under some representa-
tion of the stability subgroup H. In what follows we will consider only such a
coset. A more restrictive class of cosets – the symmetric spaces – corresponds
to the additional constraints Ck

ij = 0.
A detailed consideration of the cosets and their geometric properties may

be found in [25].
A very important class is made by the cosets which contain space-time

symmetry generators as well as the generators of internal symmetries. To deal
with such cosets we must

• introduce the coordinates for space-time translations (or/and supertrans-
lations);

• introduce the parameters for the rest of the generators in the coset. These
additional parameters are treated as fields which depend on the space-time
coordinates.

The fields (superfields) which appear as parameters of the coset will have in-
homogeneous transformation properties. They are known as Goldstone fields.
Their appearance is very important: they are definitely needed to construct
an action, which is invariant with respect to transformations from the coset
G/H. Let us repeat this point: in the nonlinear realization approach only
the H-symmetry is manifest. The invariance under G/H transformations is
achieved through the interaction of matter fields with Goldstone ones.

Finally, let us note that the number of essential Goldstone fields does not
always coincide with the number of coset generators. As we will see later,
some of the Goldstone fields often can be expressed through other Goldstone
fields. This is the so called Inverse Higgs phenomenon [26].

Now, it is time to demonstrate how all this works on the simplest examples.
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2.3.2 Realizations: Examples and Technique

N = 2, d = 1 Super Poincaré

Let us start with the simplest example of the N = 2, d = 1 super-Poincaré
algebra that contains two supertranslations Q, Q̄ which anticommute on the
time-translation P (2.9) {

Q, Q̄
}

= −2P .

In this case the stability subgroup is trivial and all generators are in the coset.
Therefore, one should introduce coordinates for all generators:

g = G/H = eitP eθQ+θ̄Q̄ . (2.68)

These coordinates
{
t, θ, θ̄

}
span N = 2, d = 1 superspace. Now, we are going

to find the realization of N = 2 superalgebra (2.9) in this superspace. The
first step is to find the realization of the translation P . So, we act on the
element (2.68) from the left by g0

g0 = eiaP : g0 · g = eiaP · eitP eθQ+θ̄Q̄ = ei(t+a)P eθQ+θ̄Q̄ ≡ eit′P eθ′Q+θ̄′Q̄ .
(2.69)

Thus, we get the standard transformations of the coordinates

P :
{
δt = a
δθ = δθ̄ = 0 . (2.70)

Something more interesting happens for the supertranslations

g1 = eεQ+ε̄Q̄ : g1 · g = eεQ+ε̄Q̄ · eitP eθQ+θ̄Q̄ = eitP eεQ+ε̄Q̄ eθQ+θ̄Q̄ . (2.71)

Now, we need to bring the product of the exponents in (2.71) to the standard
form

eit′P eθ′Q+θ̄′Q̄ .

To do this, one should use the Campbell–Hausdorff formulae

eA · eB = exp
(
A+B +

1
2

[A,B] +
1
12

[A, [A,B]] − 1
12

[[A,B] , B] + · · ·
)

(2.72)
Thus, we will get

eεQ+ε̄Q̄ eθQ+θ̄Q̄ = e(θ+ε)Q+(θ̄+ε̄)Q̄+(εθ̄+ε̄θ)P . (2.73)

So, the supertranslation is realized as follows:

Q, Q̄ :
{
δt = −i(εθ̄ + ε̄θ)
δθ = ε, δθ̄ = ε̄ .

(2.74)

This is just the transformation (2.18) we used before. Of course, in this rather
simple case we could find the answer without problems. But the lesson is that
the same procedure works always, for any (super)group and any coset. Let us
consider a more involved example.
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d = 1 Conformal Group

The conformal algebra in d = 1 contains three generators: translation P ,
dilatation D and conformal boost K obeying the following relations:

i [P,K] = −2D, i [D,P ] = P, i [D,K] = −2K . (2.75)

The stability subgroup is again trivial and our coset may be parameterized as

g = eitP eiz(t)K eiu(t)D . (2.76)

Let us stress that we want to obtain a one-dimensional realization. Therefore,
we can introduce only one coordinate – time t. But we have three generators
in the coset. The unique solution4 is to consider the two other coordinates as
functions of time. Thus, we have to introduce two fields z(t) and u(t) which
are just Goldstone fields.

Let us find the realization of the conformal group in our coset (2.76).
The translation is realized trivially, as in (2.70), so we will start from the

dilatation
g0 = eiaD : g0 · g = eiaD · eitP eiz(t)K eiu(t)D . (2.77)

Now, we have a problem – how to commute the first exponent in (2.77) with
the remaining ones? The Campbell–Hausdorff formulae (2.72) do not help us
too much, because the series does not terminate. A useful trick is to represent
r.h.s. of (2.77) in the form

eiaD eitP e−iaD︸ ︷︷ ︸
1

eiaD eiz(t)K e−iaD︸ ︷︷ ︸
2

eiaD eiu(t)D . (2.78)

To evaluate (2.78) we will use the following formulas due to Bruno Zumino [27]:

eABe−A ≡ eA ∧B, eAeBe−A ≡ eeA∧B , (2.79)

where
An ∧B ≡ [A, [A, [. . .︸ ︷︷ ︸

n

, B]] . . .] (2.80)

Using (2.79) we can immediately find

D :
{
δt = at
δu = a, δz = −az . (2.81)

We see that the field u(t) is shifted by the constant parameter a under dilata-
tion. Such a Goldstone field is called a dilaton.

4 Of course, we may put some of the generators K and D, or even both of them,
in the stability subgroup H. But in this case all matter fields should realize a
representation of H = {K, D} which never happens
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Finally, we should find the transformations of the coordinates under con-
formal boost K:

g1 = eibK : g1 · g = eibK eitP︸ ︷︷ ︸
1

eiz(t)K eiu(t)D. (2.82)

Here, in order to commute the first two terms we will use the following trick:
let us represent the first two exponents in the r.h.s. of (2.82) as follows:

eibK eitP = eitP · g̃ ⇒ g̃ = e−itP eibK eitP . (2.83)

So, we again can use (2.79) to calculate5 g̃

g̃ = eibK+2ibtD+ibt2P ≈ eibK e2ibtD eibt2P .

Thus, we have

K :
{
δt = bt2

δu = 2bt, δz = b− 2b tz (2.84)

Now, we know how to find the transformation properties of the coordinates
and Goldstone (super)fields for any cosets. The next important question is how
to construct the invariant and/or covariant objects.

2.3.3 Cartan’s Forms

The Cartan’s forms for the coset g = G/H are defined as follows:

g−1 dg = iωiXi + iωαYα , (2.85)

where the generators {Xi, Yα} obey to (2.67).
By the definition (2.85) the Cartan’s forms are invariant with respect to

left multiplication of the coset element g. Let us represent the result of the
left multiplication of the coset element g as follows:

g0 · g = g̃ · h . (2.86)

Here, g̃ belongs to the coset, while the element h lies in the stability subgroup
H. Now we have

iωiXi + iωαYα = h−1
(
g̃−1 dg̃

)
︸ ︷︷ ︸

iω̃iXi+iω̃αYα

h+ h−1 dh . (2.87)

If the coset g = G/H is othonormal, then

ω̃iXi = h · ωiXi · h−1 ,

ω̃αYα = h · ωαYα · h−1 + idh · h−1 . (2.88)
5 We are interested in the infinitesimal transformations and omit all terms which

are higher then linear in the parameters
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Thus, we see that the forms ωi which belong to the coset transform homoge-
neously, while the forms ωα on the stability subgroup transform like connec-
tions and can be used to construct covariant derivatives.

Finally, one should note that, in the exponential parameterization we are
using through these lectures, the evaluation of the Cartan’s forms is based on
the following identity [27]:

e−A deA =
1 − e−A

A
∧ dA . (2.89)

Now it is time for some examples.

N = 2, d = 1 Super Poincaré

Choosing the parameterization of the group element as in (2.68) one may
immediately find the Cartan’s forms

ωP = dt− i
(
dθ̄θ + dθθ̄

)
, ωQ = dθ, ω̄Q = dθ̄ . (2.90)

Thus, the Cartan’s forms (2.90) just coincide with the covariant differentials
(2.41) we guessed before.

d = 1 Conformal Group

The Cartan’s forms for the coset (2.76) may be easily calculated using (2.89)

ωP = e−u, ωD = du− 2z dt, ωK = eu
[
dz + z2 dt

]
. (2.91)

What is the most interesting here is the structure of the form ωD. Indeed, from
the previous consideration we know that ωD being coset forms, transforms
homogeneously. Therefore, the following condition:

ωD = 0 ⇒ z =
1
2
u̇ (2.92)

is invariant with respect to the whole conformal group! This means that the
Goldstone field z(t) is unessential and can be expressed in terms of the dilaton
u(t). This is the simplest variant of the inverse Higgs phenomenon [26]. With
the help of the Cartan’ forms (2.92) one could construct the simplest invariant
action

S = −
∫ (

ωK +m2ωP

)
=
∫

dt
[
1
4
euu̇2 −m2e−u

]

=
∫

dt
[
ρ̇2 − m2

ρ2

]
, ρ ≡ e

u
2 , (2.93)

with m being a parameter of the dimension of mass. The action (2.93) is just
the conformal mechanics action [28].
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It is rather interesting that we could go a little bit further.
The basis (2.75) in the conformal algebra so(1, 2) can naturally be called

“conformal,” as it implies the standard d = 1 conformal transformations for
the time t. Now, we pass to another basis in the same algebra

K̂ = mK − 1
m
P , D̂ = mD . (2.94)

This choice will be referred to as the “AdS basis” for a reason to be clear
soon.

The conformal algebra (2.75) in the AdS basis (2.94) reads

i[P, D̂] = −mP , i[K̂, D̂] = 2P +mK̂ , i[P, K̂] = −2D̂ . (2.95)

An element of SO(1, 2) in the AdS basis is defined to be

g = eiyP eiφ(y)D̂ eiΩ(y)K̂ . (2.96)

Now, we are in a position to explain the motivation for the nomencla-
ture “AdS basis.” The generator K̂ (2.94) can be shown to correspond to an
SO(1, 1) subgroup of SO(1, 2). Thus, the parameters y and φ(y) in (2.96)
parameterize the coset SO(1, 2)/SO(1, 1), i.e., AdS2. The parameterization
(2.96) of AdS2 is a particular case of the so-called “solvable subgroup para-
meterization” of the AdS spaces. The d = 4 analog of this parameterization
is the parameterization of the AdS5 space in such a way that its coordinates
are still parameters associated with the 4-translation and dilatation genera-
tors Pm,D of SO(2, 4), while it is the subgroup SO(1, 4) with the algebra
∝ {Pm −Km, so(1, 3)} which is chosen as the stability subgroup.

The difference in the geometric meanings of the coordinate pairs (t, u(t))
and (y, φ(y)) is manifested in their different transformation properties under
the same d = 1 conformal transformations. Left shifts of the SO(1, 2) group
element in the parameterization (2.96) induce the following transformations:

δy = a(y) +
1
m2

c e2mφ , δφ =
1
m

ȧ(y) =
1
m

(b+ 2c y) , δΩ =
1
m

c emφ .

(2.97)
We observe the modification of the special conformal transformation of y by
a field-dependent term.

The relevant left-invariant Cartan forms are given by the following expres-
sions:

ω̂D =
1 + Λ2

1 − Λ2
dφ− 2

Λ

1 − Λ2
e−mφ dy ,

ω̂P =
1 + Λ2

1 − Λ2
e−mφ dy − 2

Λ

1 − Λ2
dφ ,

ω̂K = m
Λ

1 − Λ2

(
Λe−mφ dy − dφ

)
+

dΛ
1 − Λ2

, (2.98)
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where
Λ = tanhΩ . (2.99)

As in the previous realization, the field Λ(y) can be eliminated by imposing
the inverse Higgs constraint

ω̂D = 0 ⇒ ∂yφ = 2 e−mφ Λ

1 + Λ2
, (2.100)

whence Λ is expressed in terms of φ

Λ = ∂yφ emφ 1
1 +
√

1 − e2mφ (∂yφ)2
. (2.101)

The SO(1, 2) invariant distance on AdS2 can be defined, prior to imposing
any constraints, as

ds2 = −ω̂2
P + ω̂2

D = −e−2mφ dy2 + dφ2 . (2.102)

Making the redefinition
U = e−mφ ,

it can be cast into the standard Bertotti–Robinson metrics form

ds2 = −U2 dy2 + (1/m2)U−2 dU2 , (2.103)

with 1/m as the inverse AdS2 radius,

1
m

= R . (2.104)

The invariant action can now be constructed from the new Cartan forms
(2.98) which, after substituting the inverse Higgs expression for Λ, (2.101),
read

ω̂P = e−mφ
√

1 − e2mφ (∂yφ)2 dy ,

ω̂K =−m

2
e−mφ

(
1−
√

1 − e2mφ (∂yφ)2
)

dy + Tot. deriv. ×dy. (2.105)

The invariant action reads

S = −
∫ (

µ̃ ω̂P − q e−mφ
)

= −
∫

dy e−mφ

(
µ̃
√

1 − e2mφ (∂yφ)2 − q

)
.

(2.106)
After the above field redefinitions it is recognized as the radial-motion part
of the “new” conformal mechanics action [29]. Notice that the second term
in (2.106) is invariant under (2.97), up to a total derivative in the integrand.
The action can be rewritten in a manifestly invariant form (with a tensor
Lagrangian) by using the explicit expression for ω̂K in (2.105)
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S =
∫

[(q − µ̃) ω̂P − (2/m)q ω̂K ] . (2.107)

Now, we are approaching the major point. We see that the “old” and
“new” conformal mechanics models are associated with two different nonlin-
ear realizations of the same d = 1 conformal group SO(1, 2) corresponding,
respectively, to the two different choices (2.75) and (2.96) of the parameteriza-
tion of the group element. The invariant actions in both cases can be written
as integrals of linear combinations of the left-invariant Cartan forms. But
the latter cannot depend on the choice of parameterization. Then the actions
(2.93) and (2.106) should in fact coincide with each other, up to a redefinition
of the free parameters of the actions. Thus, two conformal mechanics models
are equivalent modulo redefinitions of the involved time coordinate and field.
This statement should be contrasted with the previous view of the “old” con-
formal mechanics model as a “nonrelativistic” approximation of the “new”
one.

2.3.4 Nonlinear Realizations and Supersymmetry

One of the interesting applications of the nonlinear realizations technique is
that of establishing irreducibility constraints for superfields.

In the present section, we focus on the case of N = 4, d = 1 supersym-
metry (with 4 real supercharges) and propose to derive its various irreducible
off-shell superfields from different nonlinear realizations of the most general
N = 4, d = 1 superconformal group D(2, 1;α). An advantage of this approach
is that it simultaneously specifies the superconformal transformation proper-
ties of the superfields, though the latter can equally be used for constructing
nonconformal supersymmetric models as well. As the essence of these tech-
niques, any given irreducible N = 4, d = 1 superfield comes out as a Goldstone
superfield parameterizing, together with the N = 4, d = 1 superspace coordi-
nates, some supercoset of D(2, 1;α). The method was already employed in the
paper [13] where the off-shell multiplet (3,4,1) was rederived from the non-
linear realization of D(2, 1;α) in the coset with an SL(2, R) × [SU(2)/U(1)]
bosonic part (the second SU(2) ⊂ D(2, 1;α) was placed into the stability
subgroup).

Here, we consider nonlinear realizations of the same conformal supergroup
D(2, 1;α) in its other coset superspaces. In this way we reproduce the (4,4,0)
multiplet and also derive two new nonlinear off-shell multiplets. The (4,4,0)
multiplet is represented by superfields parameterizing a supercoset with the
bosonic part being SL(2, R) × SU(2), where the dilaton and the three para-
meters of SU(2) are identified with the four physical bosonic fields. One of the
new Goldstone multiplets is a d = 1 analog of the so-called nonlinear multiplet
of N = 2, d = 4 supersymmetry. It has the same off-shell contents (3,4,1)
as the multiplet employed in [13], but it obeys a different constraint and en-
joys different superconformal transformation properties. It corresponds to the
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specific nonlinear realization of D(2, 1;α), where the dilatation generator and
one of the two SU(2) subgroups are placed into the stability subgroup. One
more new multiplet of a similar type is obtained by placing into the stability
subgroup, along with the dilatation and three SU(2) generators, also the U(1)
generator from the second SU(2) ⊂ D(2, 1;α). It has the same field content
as a chiral N = 4, d = 1 multiplet, i.e., (2,4,2). Hence, it may be termed
as the nonlinear chiral supermultiplet. It is exceptional, in the sense that no
analogs for it are known in N = 2, d = 4 superspace.

Supergroup D(2,1;α) and Its Nonlinear Realizations

We use the standard definition of the superalgebra D(2, 1;α) with the no-
tations of [13]. It contains nine bosonic generators which form a direct sum
of sl(2) with generators P,D,K and two su(2) subalgebras with generators
V, V , V3 and T, T , T3, respectively

i [D,P ] = P , i [D,K] = −K , i [P,K] = −2D , i [V3, V ] = −V ,

i
[
V3, V

]
= V , i

[
V, V

]
= 2V3 , i [T3, T ] = −T , i

[
T3, T

]
= T ,

i
[
T, T

]
= 2T3. (2.108)

The eight fermionic generators Qi, Qi, S
i, Si are in the fundamental represen-

tations of all bosonic subalgebras (in our notation only one su(2) is manifest,
viz. the one with generators V, V , V3)

i
[
D,Qi

]
=

1
2
Qi, i

[
D,Si

]
= −1

2
Si, i

[
P, Si

]
= −Qi, i

[
K,Qi

]
= Si,

i
[
V3, Q

1
]

=
1
2
Q1, i

[
V3, Q

2
]

= −1
2
Q2, i

[
V,Q1

]
= Q2, i

[
V,Q2

]
= −Q1,

i
[
V3, S

1
]

=
1
2
S1, i

[
V3, S

2
]

= −1
2
S2, i

[
V, S1

]
= S2, i

[
V, S2

]
= −S1,

i
[
T3, Q

i
]

=
1
2
Qi, i

[
T3, S

i
]

=
1
2
Si, i

[
T,Qi

]
= Q

i
, i

[
T, Si

]
= S

i
(2.109)

(and c.c.). The splitting of the fermionic generators into the Q and S sets
is natural and useful, because Qi, Qk together with P form N = 4, d = 1
super-Poincaré subalgebra, while Si, Sk generate superconformal translations

{
Qi, Qj

}
= −2δi

jP,
{
Si, Sj

}
= −2δi

jK . (2.110)

The nontrivial dependence of the superalgebra D(2, 1;α) on the parameter α
manifests itself only in the cross-anticommutators of the Poincaré and confor-
mal supercharges

{
Qi, Sj

}
= −2(1 + α)εijT ,

{
Q1, S2

}
= 2αV ,

{
Q1, S1

}
= −2D − 2αV3 + 2(1 + α)T3 ,{

Q2, S1

}
= −2αV,

{
Q2, S2

}
= −2D + 2αV3 + 2(1 + α)T3 (2.111)
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(and c.c.). The generators P,D,K are chosen to be hermitian, and the re-
maining ones obey the following conjugation rules:

(T )† = T , (T3)
† = −T3, (V )† = V ,

(V3)
† = −V3, (Qi) = Qi, (Si) = Si . (2.112)

The parameter α is an arbitrary real number. For α = 0 and α = −1
one of the su(2) algebras decouples and the superalgebra su(1, 1|2)⊕ su(2) is
recovered. The superalgebra D(2, 1; 1) is isomorphic to osp(4∗|2) .

We will be interested in diverse nonlinear realizations of the superconfor-
mal group D(2, 1;α) in its coset superspaces. As a starting point we shall
consider the following parameterization of the supercoset:

g = eitP eθiQ
i+θ̄iQi eψiS

i+ψ̄iSi eizK eiuD eiϕV +iϕ̄V eφV3 . (2.113)

The coordinates t, θi, θ̄
i parameterize the N = 4, d = 1 superspace. All

other supercoset parameters are Goldstone N = 4 superfields. The group
SU(2) ∝

(
V, V , V3

)
linearly acts on the doublet indices i of spinor coordinates

and Goldstone fermionic superfields, while the bosonic Goldstone superfields
ϕ, ϕ̄, φ parameterize this SU(2). Another SU(2), as a whole, is placed in the
stability subgroup and acts only on fermionic Goldstone superfields and θ’s,
mixing them with their conjugates. With our choice of the SU(2) coset, we
are led to assume that α �= 0.

The left-covariant Cartan one-form Ω with values in the superalgebra
D(2, 1;α) is defined by the standard relation

g−1 d g = Ω . (2.114)

In what follows we shall need the explicit structure of several important one-
forms in the expansion of Ω over the generators,

ωD = idu− 2
(
ψ̄i dθi + ψi dθ̄i

)
− 2iz dt̃ ,

ωV =
e−iφ

1 + ΛΛ

[
idΛ+ ω̂V + Λ2 ˆ̄ωV − Λω̂V3

]
,

ω̄V =
eiφ

1+ΛΛ

[
idΛ+ ˆ̄ωV + Λ

2
ω̂V + Λω̂V3

]
,

ωV3 = dφ+
1

1+ΛΛ

[
i
(
dΛΛ− ΛdΛ

)
+
(
1−ΛΛ

)
ω̂V3 − 2

(
Λ ˆ̄ωV − Λω̂V

)]
.

(2.115)

Here,

ω̂V = 2α
[
ψ2 dθ̄1 − ψ̄1

(
dθ2 − ψ2 dt̃

)]
,

ˆ̄ωV = 2α
[
ψ̄2 dθ1 − ψ1

(
dθ̄2 − ψ̄2 dt̃

)]
,

ω̂V3 = 2α
[
ψ1 dθ̄1 − ψ̄1 dθ1 − ψ2 dθ̄2 + ψ̄2 dθ2 +

(
ψ̄1ψ1 − ψ̄2ψ2

)
dt̃
]
, (2.116)
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dt̃ ≡ dt+ i
(
θi dθ̄i + θ̄i dθi

)
, (2.117)

and

Λ =
tan

√
ϕϕ̄√

ϕϕ̄
ϕ Λ =

tan
√
ϕϕ̄√

ϕϕ̄
ϕ̄ . (2.118)

The semicovariant (fully covariant only under Poincaré supersymmetry) spinor
derivatives are defined by

Di =
∂

∂θi
+ iθ̄i∂t , Di =

∂

∂θ̄i
+ iθi∂t ,

{
Di,Dj

}
= 2iδi

j∂t . (2.119)

Let us remind that the transformation properties of the N = 4 superspace
coordinates and the basic Goldstone superfields under the transformations of
the supergroup D(2, 1;α) could be easily found, as we did in the previous
sections. Here, we give the explicit expressions only for the variations of our
superspace coordinates and superfields, with respect to two SU(2) subgroup.
They are generated by the left action of the group element

g0 = eiaV +iāV eibT+ib̄T (2.120)

and read

δθ1 = b̄θ̄2 − āθ2, δθ2 = −b̄θ̄1 + aθ1,

δΛ = a+ āΛ2, δΛ = ā+ aΛ
2
, δφ = i

(
aΛ− āΛ

)
. (2.121)

N = 4, d = 1 “Hypermultiplet”

The basic idea of our method is to impose the appropriate D(2, 1;α) covariant
constraints on the Cartan forms (2.114), (2.115), so as to end up with some
minimal N = 4, d = 1 superfield set carrying an irreducible off-shell multiplet
of N = 4, d = 1 supersymmetry. Due to the covariance of the constraints,
the ultimate Goldstone superfields will support the corresponding nonlinear
realization of the superconformal group D(2, 1;α).

Let us elaborate on this in some detail. It was the desire to keep N = 4, d =
1 Poincaré supersymmetry unbroken that led us to associate the Grassmann
coordinates θi, θ̄

i with the Poincaré supercharges in (2.113) and the fermionic
Goldstone superfields ψi, ψ̄

i with the remaining four supercharges which gen-
erate conformal supersymmetry. The minimal number of physical fermions in
an irreducible N = 4, d = 1 supermultiplet is four, and it nicely matches with
the number of fermionic Goldstone superfields in (2.113), the first components
of which can so be naturally identified with the fermionic fields of the ulti-
mate Goldstone supermultiplet. On the other hand, we can vary the number
of bosonic Goldstone superfields in (2.113): by putting some of them equal to
zero we can enlarge the stability subgroup by the corresponding generators
and so switch to another coset with a smaller set of parameters. Thus, for
different choices of the stability subalgebra, the coset (2.113) will contain a
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different number of bosonic superfields, but always the same number of fermi-
onic superfields ψi, ψ̄

i. Yet, the corresponding sets of bosonic and fermionic
Goldstone superfields contain too many field components, and it is natural to
impose on them the appropriate covariant constraints, in order to reduce the
number of components, as much as possible. For preserving off-shell N = 4
supersymmetry these constraints must be purely kinematical, i.e., they must
not imply any dynamical restriction, such as equations of motion.

Some of the constraints just mentioned above should express the Goldstone
fermionic superfields in terms of spinor derivatives of the bosonic ones. On the
other hand, as soon as the first components of the fermionic superfields ψi, ψ̄

k

are required to be the only physical fermions, we are led to impose much
the stronger condition that all spinor derivatives of all bosonic superfields be
properly expressed in terms of ψi, ψ̄

i . Remarkably, the latter conditions will
prove to be just the irreducibility constraints picking up irreducible N = 4
supermultiplets.

Here, we will consider in details only the most general case when the coset
(2.113) contains all four bosonic superfields u, ϕ, ϕ̄, φ. Looking at the structure
of the Cartan 1-forms (2.115), it is easy to find that the covariant constraints
which express all spinor covariant derivatives of bosonic superfields in terms of
the Goldstone fermions amount to setting equal to zero the spinor projections
of these 1-forms (these conditions are a particular case of the inverse Higgs
effect [26]). Thus, in the case at hand we impose the following constraints:

ωD = ωV |= ω̄V | = ωV3 | = 0 , (2.122)

where | means restriction to spinor projections. These constraints are man-
ifestly covariant under the whole supergroup D(2, 1;α). They allow one to
express the Goldstone spinor superfields as the spinor derivatives of the resid-
ual bosonic Goldstone superfields u,Λ, Λ̄, φ and imply some irreducibility con-
straints for the latter

D1Λ = −2iαΛ
(
ψ̄1 + Λψ̄2

)
, D1Λ = −2iα

(
ψ̄2 − Λψ̄1

)
,

D1φ = −2α
(
ψ̄1 + Λψ̄2

)
, D2Λ = 2iα

(
ψ̄1 + Λψ̄2

)
,

D2Λ = −2iαΛ
(
ψ̄2 − Λψ̄1

)
, D2φ = 2α

(
ψ̄2 − Λψ̄1

)
,

D1u = 2iψ̄1, D2u = 2iψ̄2, u̇ = 2z (2.123)

(and c.c.). The irreducibility conditions, in this and other cases which we shall
consider further, arise due to the property that the Goldstone fermionic super-
fields are simultaneously expressed by (2.123) in terms of spinor derivatives
of different bosonic superfields. Then, eliminating these spinor superfields, we
end up with the relations between the spinor derivatives of bosonic Gold-
stone superfields. To make the use of these constraints the most feasible, it is
advantageous to pass to the new variables
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q1 =
e

1
2 (αu−iφ)√
1 + ΛΛ

Λ, q2 = − e
1
2 (αu−iφ)√
1 + ΛΛ

, q̄1 =
e

1
2 (αu+iφ)√
1 + ΛΛ

Λ, q̄2 = − e
1
2 (αu+iφ)√
1 + ΛΛ

.

(2.124)
In terms of these variables the irreducibility constraints acquire the manifestly
SU(2) covariant form

D(iqj) = 0 , D(iqj) = 0 . (2.125)

This is just the N = 4, d = 1 hypermultiplet we considered in the previous
section.

The rest of the supermultiplets from Table 2.1 may be obtained similarly.
For example, the tensor N = 4, d = 1 supermultiplet corresponds to the
coset with the V3 generator in the stability subgroup and so on. The detailed
discussion of all cases may be found in [4].

2.4 N = 8 Supersymmetry

Most of the models explored in the previous sections possess N ≤ 4, d = 1
supersymmetries. Much less is known about higher-N systems. Some of them
were addressed many years ago in the seminal paper [15], within an on-shell
Hamiltonian approach. Some others (with N = 8) received attention later
[30, 31].

As we stressed many times, the natural formalism for dealing with super-
symmetric models is the off-shell superfield approach. Thus, for the construc-
tion of new SQM models with extended d = 1 supersymmetry, one needs, first
of all, the complete list of the corresponding off-shell d = 1 supermultiplets
and the superfields which encompass these multiplets. One of the peculiari-
ties of d = 1 supersymmetry is that some of its off-shell multiplets cannot be
obtained via a direct dimensional reduction from the multiplets of higher-d su-
persymmetries with the same number of spinorial charges. Another peculiarity
is that some on-shell multiplets of the latter have off-shell d = 1 counterparts.

In the previous section we considered nonlinear realizations of the finite-
dimensional N = 4 superconformal group in d = 1. We showed that the
irreducible superfields representing one or another off-shell N = 4, d = 1 su-
permultiplet come out as Goldstone superfields parameterizing one or another
coset manifold of the superconformal group. The superfield irreducibility con-
straints naturally emerge as a part of manifestly covariant inverse Higgs [26]
conditions on the relevant Cartan superforms.

This method is advantageous in that it automatically specifies the su-
perconformal properties of the involved supermultiplets, which are of impor-
tance. The application of the nonlinear realization approach to the case of
N = 8, d = 1 supersymmetry was initiated in [6]. There, nonlinear realiza-
tions of the N = 8, d = 1 superconformal group OSp(4�|4) in its two different
cosets were considered, and it was shown that two interesting N = 8, d = 1
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multiplets, with off-shell field contents (3, 8, 5) and (5, 8, 3), naturally come
out as the corresponding Goldstone multiplets. These supermultiplets admit
a few inequivalent splittings into pairs of irreducible off-shell N = 4, d = 1
multiplets, such that different N = 4 superconformal subgroups of OSp(4�|4),
viz., SU(1, 1|2) and OSp(4�|2), are manifest for different splittings. Respec-
tively, the off-shell component action of the given N = 8 multiplet in general
admits several different representations in terms of N = 4, d = 1 superfields.

Now we are going to present a superfield description of all other linear
off-shell N = 8, d = 1 supermultiplets with eight fermions, in both N = 8 and
N = 4 superspaces.

When deriving an exhaustive list of off-shell N = 8 supermultiplets and the
relevant constrained N = 8, d = 1 superfields, we could proceed in the same
way as in the case of N = 4 supermultiplets, i.e., by considering nonlinear
realizations of all known N = 8 superconformal groups in their various cosets.
However, this task is more complicated, as compared to the N = 4 case,
in view of the existence of many inequivalent N = 8 superconformal groups
(OSp(4�|4), OSp(8|2), F (4), and SU(1, 1|4), see e.g. [2]), with numerous coset
manifolds.

To avoid these complications, we take advantage of two fortunate cir-
cumstances. Firstly, as we already know, the field contents of linear off-shell
multiplets of N = 8, d = 1 supersymmetry with eight physical fermions range
from (8, 8, 0) to (0, 8, 8), with the intermediate multiplets corresponding to
all possible splittings of eight bosonic fields into physical and auxiliary ones.
Thus, we are aware of the full list of such multiplets, independently of the
issue of their interpretation as the Goldstone ones parameterizing the proper
superconformal cosets.

The second circumstance allowing us to advance without resorting to the
nonlinear realizations techniques is the aforesaid existence of various splittings
of N = 8 multiplets into pairs of irreducible N = 4 supermultiplets. We know
how to represent the latter in terms of constrained N = 4 superfields, so it
proves to be a matter of simple algebra to guess the form of the four extra
supersymmetries mixing the N = 4 superfields inside each pair and extending
the manifest N = 4 supersymmetry to N = 8. After fixing such pairs, it is
again rather easy to embed them into appropriately constrained N = 8, d = 1
superfields.

2.4.1 N = 8, d = 1 Superspace

The maximal automorphism group of N = 8, d = 1 super-Poincaré algebra
(without central charges) is SO(8) and so eight real Grassmann coordinates
of N = 8, d = 1 superspace R

(1|8) can be arranged into one of three eight-
dimensional real irreps of SO(8). The constraints defining the irreducible N =
8 supermultiplets in general break this SO(8) symmetry. So, it is preferable
to split the eight coordinates into two real quartets
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R
(1|8) = (t, θia, ϑαA) , (θia) = θia, (ϑαA) = ϑαA, i, a, α,A = 1, 2 ,

(2.126)
in terms of which only four commuting automorphism SU(2) groups will be
explicit. The further symmetry breaking can be understood as the identifi-
cation of some of these SU(2), while extra symmetries, if they exist, mix
different SU(2) indices. The corresponding covariant derivatives are defined
by

Dia =
∂

∂θia
+ iθia∂t , ∇αA =

∂

∂ϑαA
+ iϑαA∂t . (2.127)

By construction, they obey the algebra
{
Dia,Djb

}
= 2iεijεab∂t ,

{
∇αA,∇βB

}
= 2iεαβεAB∂t . (2.128)

2.4.2 N = 8, d = 1 Supermultiplets

As we already mentioned, our real strategy of deducing a superfield description
of the N = 8, d = 1 supermultiplets consisted in selecting an appropriate pair
of constrained N = 4, d = 1 superfields and then guessing the constrained
N = 8 superfield. Now, just to make the presentation more coherent, we turn
the argument around and start with postulating the N = 8, d = 1 constraints.
The N = 4 superfield formulations will be deduced from the N = 8 ones.

Supermultiplet (0, 8, 8)

The off-shell N = 8, d = 1 supermultiplet (0, 8, 8) is carried out by two real
fermionic N = 8 superfields ΨaA, Ξiα subjected to the following constraints:

D(iaΞj)
α = 0, Di(aΨ

b)
A = 0, ∇(αAΞ

β)
i = 0, ∇α(AΨB)

a = 0 , (2.129)
∇αAΨa

A = DiaΞα
i , ∇αAΞi

α = −DiaΨA
a . (2.130)

To understand the structure of this supermultiplet in terms of N = 4
superfields we proceed as follows. As a first step, let us single out the N = 4
subspace in the N = 8 superspace R

(1|8) as the set of coordinates

R
(1|4) = (t, θia) ⊂ R

(1|8), (2.131)

and expand the N = 8 superfields over the extra Grassmann coordinate ϑαA.
Then we observe that the constraints (2.130) imply that the spinor derivatives
of all involved superfields with respect to ϑαA can be expressed in terms of
spinor derivatives with respect to θia . This means that the only essential
N = 4 superfield components of ΨaA and Ξiα in their ϑ-expansion are the
first ones

ψaA ≡ ΨaA|ϑ=0 , ξiα ≡ Ξiα|ϑ=0 . (2.132)

These fermionic N = 4 superfields are subjected, in virtue of (2.129) and
(2.130), to the irreducibility constraints in N = 4 superspace
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Da(iξj)α = 0, Di(aψb)A = 0 . (2.133)

As it follows from Sect. 2.2, these superfields are just two fermionic N = 4
hypermultiplets, each carrying (0, 4, 4) independent component fields. So,
being combined together, they accommodate the whole off-shell component
content of the N = 8 multiplet (0, 8, 8), which proves that the N = 8
constraints (2.129), (2.130) are the true choice.

Thus, from the N = 4 superspace perspective, the N = 8 supermultiplet
(0, 8, 8) amounts to the sum of two N = 4, d = 1 fermionic hypermultiplets
with the off-shell component content (0, 4, 4) ⊕ (0, 4, 4).

The transformations of the implicit N = 4 Poincaré supersymmetry, com-
pleting the manifest one to the full N = 8 supersymmetry, have the following
form in terms of the N = 4 superfields defined above:

δψaA =
1
2
ηAαDiaξiα, δξiα = −1

2
ηα

AD
i
aψ

aA . (2.134)

The invariant free action can be written as

S =
∫

dtd4θ
[
θiaθb

iψ
A
a ψbA + θiaθj

aξ
α
i ξjα

]
. (2.135)

Because of the presence of explicit theta’s in the action (2.135), the latter
is not manifestly invariant even with respect to the manifest N = 4 super-
symmetry. Nevertheless, one can check that (2.135) is invariant under this
supersymmetry, which is realized on the superfields as

δ∗ψaA = −εjbQ
jbψaA, δ∗ξiα = −εjbQ

jbξiα , (2.136)

where
Qia =

∂

∂θia
− iθia∂t , (2.137)

εia is the supertranslation parameter and ∗ denotes the “active” variation
(taken at a fixed point of the N = 4 superspace).

Supermultiplet (1, 8, 7)

This supermultiplet can be described by a single scalar N = 8 superfield U
which obeys the following irreducibility conditions:

DiaDj
aU = −∇αj∇i

αU , (2.138)
∇(αi∇β)jU = 0 , Di(aDjb)U = 0 . (2.139)

Let us note that the constraints (2.138) reduce the manifest R-symmetry to
[SU(2)]3, due to the identification of the indices i and A of the covariant
derivatives Dia and ∇αA.
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This supermultiplet possesses a unique decomposition into the pair of N =
4 supermultiplets as (1, 8, 7) = (1, 4, 3) ⊕ (0, 4, 4). The corresponding
N = 4 superfield projections can be defined as

u = U|ϑ=0 , ψiα = ∇αiU|ϑ=0 , (2.140)

and they obey the standard constraints

D(iaψj)α = 0 , Di(aDjb)u = 0 . (2.141)

The second constraint directly follows from (2.139), while the first one is
implied by the relation

∂

∂t
D(i

a ∇j)
α U = 0 , (2.142)

which can be proven by applying the differential operator Dkb∇βl to the
N = 8 superfield constraint (2.138) and making use of the algebra of covariant
derivatives.

The additional implicit N = 4 supersymmetry is realized on these N = 4
superfields as follows:

δu = −ηiαψ
iα, δψiα = −1

2
ηα

j D
iaDj

au . (2.143)

The simplest way to deal with the action for this supermultiplet is to use
harmonic superspace [32,33,13], but this approach isout of the scope of the
present lectures.

Supermultiplet (2, 8, 6)

The N = 8 superfield formulation of this supermultiplet involves two scalar
bosonic superfields U , Φ obeying the constraints

∇(ai∇b)jU = 0 , ∇a(i∇bj)Φ = 0 , (2.144)
∇aiU = DiaΦ , ∇aiΦ = −DiaU , (2.145)

where we have identified the indices i and A, a and α of the covariant deriv-
atives, thus retaining only two manifest SU(2) automorphism groups. From
(2.144), (2.145) some useful corollaries follow:

DiaDj
aU + ∇aj∇i

aU = 0 , Di(aDjb)U = 0 , (2.146)
DiaDb

iΦ+ ∇bi∇a
i Φ = 0 , D(iaDj)bΦ = 0 . (2.147)

Comparing (2.35), (2.38) and (2.144) with (2.138), (2.139), we observe that
the N = 8 supermultiplet with the field content (2, 8, 6) can be obtained by
combining two (1, 8, 7) supermultiplets and imposing the additional relations
(2.145) on the corresponding N = 8 superfields.
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To construct the invariant actions and prove that the above N = 8 con-
straints indeed yield the multiplet (2, 8, 6), we should reveal the structure of
this supermultiplet in terms of N = 4 superfields, as we did in the previous
cases. However, in the case at hand, we have two different choices for splitting
the (2, 8, 6) supermultiplet.

1. (2, 8, 6) = (1, 4, 3) ⊕ (1, 4, 3)
2. (2, 8, 6) = (2, 4, 2) ⊕ (0, 4, 4)

As it was already mentioned, the possibility to have a few different off-shell
N = 4 decompositions of the same N = 8 multiplet is related to different
choices of the manifest N = 4 supersymmetries, as subgroups of the N = 8
super-Poincaré group. We shall treat both options.

1. (2, 8, 6) = (1, 4, 3) ⊕ (1, 4, 3)

To describe the N = 8 (2, 8, 6) multiplet in terms of N = 4 superfields,
we should choose the appropriate N = 4 superspace. The first (evident) pos-
sibility is to choose the N = 4 superspace with coordinates (t, θia). In this
superspace one N = 4 Poincaré supergroup is naturally realized, while the sec-
ond one mixes two irreducible N = 4 superfields which comprise the N = 8
(2, 8, 6) supermultiplet in question. Expanding the N = 8 superfields U , Φ
in ϑia, one finds that the constraints (2.144), (2.145) leave in U and Φ as
independent N = 4 projections only those of zeroth order in ϑia

u = U|ϑiα=0 , φ = Φ|ϑiα=0 . (2.148)

Each N = 4 superfield proves to be subjected, in virtue of (2.144), (2.145), to
the additional constraint

Di(aDjb)u = 0 , D(iaDj)bφ = 0 . (2.149)

Thus, we conclude that our N = 8 multiplet U , Φ, when rewritten in terms of
N = 4 superfields, amounts to a direct sum of two N = 4 multiplets u and φ,
both having the same off-shell field contents (1, 4, 3).

The transformations of the implicit N = 4 Poincaré supersymmetry, com-
pleting the manifest one to the full N = 8 Poincaré supersymmetry, have the
following form in terms of these N = 4 superfields:

δ∗u = −ηiaD
iaφ , δ∗φ = ηiaD

iau . (2.150)

It is rather easy to construct the action in terms of N = 4 superfields u and
φ, such that it is invariant with respect to the implicit N = 4 supersymmetry
(2.150). The generic action has the form

S =
∫

dtd4θF(u, φ) , (2.151)

where the function F obeys the Laplace equation
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Fuu + Fφφ = 0 . (2.152)

2. (2, 8, 6) = (2, 4, 2) ⊕ (0, 4, 4)

There is a more sophisticated choice of a N = 4 subspace in the N =
8, d = 1 superspace, which gives rise to the second possible N = 4 superfield
splitting of the considered N = 8 supermultiplet, that is into the multiplets
(2, 4, 2) and (0, 4, 4).

First of all, let us define a new set of covariant derivatives

Dia =
1√
2

(
Dia − i∇ai

)
, Dia

=
1√
2

(
Dia + i∇ai

)
,

{
Dia,Djb

}
= 2iεijεab∂t , (2.153)

and new N = 8 superfields V,V related to the original ones as

V = U + iΦ, V = U − iΦ . (2.154)

In this basis the constraints (2.144), (2.145) read

DiaV = 0, DiaV = 0 ,

Di(aDjb)V + Di(aDjb)V = 0 , D(iaDj)bV − D(iaDj)bV = 0 . (2.155)

Now, we split the complex quartet covariant derivatives (2.153) into two sets
of the doublet N = 4 ones as

Di = Di1, D
i
= Di2

, ∇i = Di2, ∇̄i = −Di1
(2.156)

and cast the constraints (2.155) in the form

DiV = 0 , ∇iV = 0 , DiV = 0 , ∇iV = 0 ,
DiDiV −∇i∇iV = 0 , Di∇jV −Di∇jV = 0 . (2.157)

Next, as an alternative N = 4 superspace, we choose the set of coordinates
closed under the action of Di,Di, i.e.,

(t , θi1 + iϑi1 , θi2 − iϑi2) , (2.158)

while the N = 8 superfields are expanded with respect to the orthogonal
combinations θi1 − iϑi1, θi2 + iϑi2 which are annihilated by Di,Di.

As a consequence of the constraints (2.157), the quadratic action of the
derivatives ∇i and ∇i on every N = 8 superfield V, V can be expressed as
Di, Di of some other superfield. Therefore, only the zeroth and first-order
components of each N = 8 superfield are independent N = 4 superfield pro-
jections. Thus, we are left with the following set of N = 4 superfields:

v = V| , v̄ = V
∣∣ , ψi = ∇iV

∣∣ , ψ̄i = −∇iV
∣∣ . (2.159)
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These N = 4 superfields prove to be subjected to the additional constraints
which also follow from (2.157)

Div = 0 , Div̄ = 0 , Diψj = 0 , Diψ̄j = 0 , Diψ̄j = −Diψj . (2.160)

TheN = 4 superfields v, v̄ comprise the standardN = 4, d = 1 chiral multiplet
(2, 4, 2), while the N = 4 superfields ψi, ψ̄j subjected to (2.160) and both
having the off-shell contents (0, 4, 4) are recognized as the fermionic version
of the N = 4, d = 1 hypermultiplet.

The implicit N = 4 supersymmetry is realized by the transformations

δv = −η̄iψi , δψi = −1
2
η̄iD2v̄ − 2iηiv̇ ,

δv̄ = ηiψ̄
i , δψ̄i =

1
2
ηiD

2
v + 2iη̄i ˙̄v . (2.161)

The invariant free action has the following form:

Sf =
∫

dtd4θvv̄ − 1
2

∫
dtd2θ̄ψiψi −

1
2

∫
dtd2θψ̄iψ̄

i . (2.162)

Let us note that this very simple form of the action for the N = 4 (0, 4,
4) supermultiplet ψi, ψ̄

j is related to our choice of the N = 4 superspace.
It is worthwhile to emphasize that all differently looking superspace off-shell
actions of the multiplet (0, 4, 4) yield the same component action for this
multiplet.

Supermultiplet (3, 8, 5)

In the N = 8 superspace this supermultiplet is described by the triplet of
bosonic superfields Vij obeying the irreducibility constraints

D(i
a Vjk) = 0 , ∇α

(iVjk) = 0 . (2.163)

So, three out of four original automorphism SU(2) symmetries remain mani-
fest in this description.

The N = 8 supermultiplet (3, 8, 5) can be decomposed into N = 4
supermultiplets in two ways.

1. (3, 8, 5) = (3, 4, 1) ⊕ (0, 4, 4)
2. (3, 8, 5) = (1, 4, 3) ⊕ (2, 4, 2)

As in the previous case, we discuss both options.

1. (3, 8, 5) = (3, 4, 1) ⊕ (0, 4, 4)

This splitting requires choosing the coordinate set (2.131) as the relevant
N = 4 superspace. Expanding the N = 8 superfields Vij in ϑiα, one finds
that the constraints (2.163) leave in Vij the following four bosonic and four
fermionic N = 4 projections:
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vij = Vij
∣∣ , ξi

α ≡ ∇jαVij
∣∣ , A ≡ ∇α

i ∇jαVij
∣∣ , (2.164)

where | means the restriction to ϑiα = 0. As a consequence of (2.163), these
N = 4 superfields obey the constraints

D(i
a v

jk) = 0 , D(i
a ξ

j)
α = 0 ,

A = 6m−Da
i Dajv

ij , m = const . (2.165)

Thus, for the considered splitting, the N = 8 tensor multiplet superfield Vij

amounts to a direct sum of the N = 4 “tensor” multiplet superfield vij with
the off-shell content (3, 4, 1) and a fermionic N = 4 hypermultiplet ξi

α with
the off-shell content (0, 4, 4), plus a constant m of the mass dimension.

2. (3, 8, 5) = (1, 4, 3) ⊕ (2, 4, 2)

This option corresponds to another choice of N = 4 superspace, which
amounts to dividing the N = 8, d = 1 Grassmann coordinates into doublets,
with respect to some other SU(2) indices. The relevant splitting of N = 8
superspace into the N = 4 subspace and the complement of the latter can be
performed as follows. Firstly, we define the new covariant derivatives as

Da ≡ 1√
2

(
D1a + i∇a1

)
, Da ≡ 1√

2

(
D2

a − i∇2
a

)
,

∇a ≡ i√
2

(
D2a + i∇a2

)
, ∇̄a ≡ i√

2

(
D1

a − i∇1
a

)
. (2.166)

Then we choose the set of coordinates closed under the action of Da, D̄a, i.e.,
(
t , θ1a − iϑa1 , θ

1a + iϑa1
)
, (2.167)

while the N = 8 superfields are expanded with respect to the orthogonal
combinations θa

2 − iϑa
2 , θa

1 + iϑa
1 annihilated by Da, D̄a.

The basic constraints (2.163), being rewritten in the basis (2.166), take
the form

Daϕ = 0 , Dav −∇aϕ = 0 , ∇av +Daϕ̄ = 0 , ∇aϕ̄ = 0 ,
∇aϕ = 0, ∇av +Daϕ = 0 , Dav −∇aϕ̄ = 0 , Daϕ̄ = 0 , (2.168)

where
v ≡ −2iV12 , ϕ ≡ V11 , ϕ̄ ≡ V22 . (2.169)

Due to the constraints (2.168), the derivatives ∇a and ∇a of every N = 8
superfield in the triplet

(
V12,V11,V22

)
can be expressed as Da,Da of some

other superfield. Therefore, only the zeroth order (i.e., taken at θa
2 − iϑa

2 =
θa
1 + iϑa

1 = 0) components of each N = 8 superfield are independent N = 4
superfield projections. These N = 4 superfields are subjected to the additional
constraints which also follow from (2.168)
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DaDav = DaD
a
v = 0 , Daϕ = 0 , Daϕ̄ = 0 . (2.170)

The N = 4 superfields ϕ, ϕ̄ comprise the standard N = 4, d = 1 chiral mul-
tiplet (2, 4, 2), while the N = 4 superfield v subjected to (2.170) has the
needed off-shell content (1, 4, 3).

The implicit N = 4 supersymmetry acts on the N = 4 superfields v, ϕ, ϕ̄
as follows:

δ∗v = ηaD
aϕ̄+ η̄aDaϕ , δ∗ϕ = −ηaD

av , δ∗ϕ̄ = −η̄aDav . (2.171)

Invariant N = 4 superfield actions for both decompositions of the N = 8
multiplet (3, 8, 5) were presented in [6].

2.4.3 Supermultiplet (4, 8, 4)

This supermultiplet can be described by a quartet of N = 8 superfields Qaα

obeying the constraints

D
(a
i Qb)α = 0, ∇(α

i Qβ)
a = 0 . (2.172)

Let us note that the constraints (2.172) are manifestly covariant with respect
to three SU(2) subgroups realized on the indices i, a, and α.

From (2.172) some important relations follow:

DiaDjbQcα = 2iεijεcbQ̇aα, ∇iα∇jβQaγ = 2iεijεγβQ̇aα . (2.173)

Using them, it is possible to show that the superfields Qaα contain the fol-
lowing independent components:

Qaα| , Di
aQaα

∣∣ , ∇i
αQaα

∣∣ , Di
a∇j

αQaα
∣∣ , (2.174)

where | means now restriction to θia = ϑiα = 0. This directly proves that we
deal with the irreducible (4, 8, 4) supermultiplet.

There are three different possibilities to split this N = 8 multiplet into the
N = 4 ones.

1. (4, 8, 4) = (4, 4, 0) ⊕ (0, 4, 4)
2. (4, 8, 4) = (3, 4, 1) ⊕ (1, 4, 3)
3. (4, 8, 4) = (2, 4, 2) ⊕ (2, 4, 2)

Once again, we shall consider all three cases separately.

1. (4, 8, 4) = (4, 4, 0) ⊕ (0, 4, 4)

This case implies the choice of the N = 4 superspace (2.131). Expanding
the N = 8 superfields Qaα in ϑiα, one may easily see that the constraints
(2.172) leave in Qaα the following four bosonic and four fermionic N = 4
superfield projections:
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qaα = Qaα| , ψia ≡ ∇i
αQaα

∣∣ . (2.175)

Each N = 4 superfield is subjected, in virtue of (2.172), to an additional
constraint

Di(aqb)α = 0 , Di(aψb)i = 0 . (2.176)

Consulting Sect. 2.2, we come to the conclusion that these are just the hyper-
multiplet qiα with the off-shell field content (4, 4, 0) and a fermionic analog
of the N = 4 hypermultiplet ψia with the field content (0, 4, 4).

The transformations of the implicit N = 4 Poincaré supersymmetry have
the following form in terms of these N = 4 superfields:

δ∗qaα =
1
2
ηiαψa

i , δ∗ψia = −2iηiαq̇a
α . (2.177)

2. (4, 8, 4) = (3, 4, 1) ⊕ (1, 4, 3)

To describe this N = 4 superfield realization of the N = 8 supermultiplet
(4, 8, 4), we introduce the N = 8 superfields Vab,V as

Qaα ≡ δα
b Vab − εaαV , Vab = Vba , (2.178)

and use the covariant derivatives (2.153) to rewrite the basic constraints
(2.172) as

Di(aVbc) = 0 , Di(aVbc) = 0 , (2.179)

DiaV =
1
2
Di

bVab , DiaV =
1
2
Di

bVab . (2.180)

The constraints (2.179) define Vab as the N = 8 superfield encompassing the
off-shell multiplet (3, 8, 5), while, as one can deduce from (2.179), (2.180),
the N = 8 superfield V has the content (1, 8, 7). Then the constraints (2.180)
establish relations between the fermions in these two superfields and reduce
the number of independent auxiliary fields to four, so that we end up, once
again, with the irreducible N = 8 multiplet (4, 8, 4).

Two sets of N = 4 covariant derivatives
(
Da,Da

)
≡
(
D1a,D2a

)
and

(
∇̄a,∇a

)
≡
(
D2a,D1a

)

are naturally realized in terms of the N = 4 superspaces (t, θ1a + iϑ1a, θ2a−
iϑ2a) and (t, θ2a + iϑ2a , θ1a − iϑ1a). In terms of the new derivatives, the
constraints (2.179), (2.180) become

D(aVbc) = D(aVbc) = ∇(aVbc) = ∇̄(aVbc) = 0 ,

DaV =
1
2
∇bVab , DaV =

1
2
∇̄bVab ,

∇aV =
1
2
DbVab , ∇̄aV =

1
2
DbVab . (2.181)
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Now, we see that the ∇a, ∇̄a derivatives of the superfields V,Vab are expressed
as Da,Da of the superfields Vab,V , respectively. Thus, in the (θ2a+iϑ2a, θ1a−
iϑ1a) expansion of the superfields V,Vab only the first components (i.e., those
of zero order in the coordinates (θ2a + iϑ2a, θ1a − iϑ1a)) are independent N =
4 superfields. We denote them v, vab. The hidden N = 4 supersymmetry is
realized on these N = 4 superfields as

δv = −1
2
ηaDbv

ab +
1
2
η̄aDbv

ab, δvab =
4
3

(
η(aDb)v − η̄(aDb)v

)
, (2.182)

while the superfields themselves obey the constraints

D(avbc) = D(avbc) = 0 , D(aDb)v = 0 , (2.183)

which are remnant of the N = 8 superfield constraints (2.181).
The invariant free action reads

S =
∫

dtd4θ

(
v2 − 3

8
vabvab

)
. (2.184)

3. (4, 8, 4) = (2, 4, 2) ⊕ (2, 4, 2)

This case is a little bit more tricky. First of all, we define the new set of
N = 8 superfields W, Φ in terms of Vij ,V defined earlier in (2.178)

W ≡ V11, W ≡ V22, Φ ≡ 2
3

(
V +

3
2
V12

)
, Φ ≡ 2

3

(
V − 3

2
V12

)

(2.185)
and construct two new sets of N = 4 derivatives Di,∇i from those defined in
(2.153)

Di =
1√
2

(
Di1 + Di1

)
, Di =

1√
2

(
Di2 + Di2

)
,

∇i =
1√
2

(
Di1 −Di1

)
, ∇i = − 1√

2

(
Di2 −Di2

)
. (2.186)

The basic constraints (2.179), (2.180) can be rewritten in terms of the
superfields W, Φ and the derivatives Di,∇i as

DiW = ∇iW = 0 , DiW = ∇iW = 0 ,
DiΦ = ∇iΦ = 0 , ∇iΦ = DiΦ = 0 ,
DiW −DiΦ = 0 , DiW +DiΦ = 0 ,
∇iW −∇iΦ = 0 , ∇iW + ∇iΦ = 0 . (2.187)

The proper N = 4 superspace is defined as the one on which the covariant
derivatives D1, D2, ∇1, ∇2 are naturally realized. The constraints (2.187)
imply that the remaining set of covariant derivatives, i.e., D2, D1, ∇2, ∇1,
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when acting on every involved N = 8 superfield, can be expressed as spinor
derivatives from the first set acting on some other N = 8 superfield. Thus,
the first N = 4 superfield components of the N = 8 superfields W, Φ are the
only independent N = 4 superfield projections. The transformations of the
implicit N = 4 Poincaré supersymmetry have the following form in terms of
these N = 4 superfields:

δw = ε̄D1φ̄+ η̄∇1φ , δφ = −η∇1w − ε̄D1w̄ ,

δw̄ = εD1φ+ η∇1φ̄ , δφ̄ = −εD1w − η̄∇1w̄ . (2.188)

The free invariant action reads

S =
∫

dtd4θ
(
ww̄ − φφ̄

)
. (2.189)

2.4.4 Supermultiplet (5, 8, 3)

This supermultiplet has been considered in detail in [6, 30]. It was termed
there the “N = 8 vector multiplet”. Here, we sketch its main properties.

To describe this supermultiplet, one should introduce five bosonic N = 8
superfields Vαa,U obeying the constraints

DibVαa + δb
a∇i

αU = 0 , ∇βiVαa + δβ
αD

i
aU = 0 . (2.190)

It is worth noting that the constraints (2.190) are covariant not only under
three SU(2) automorphism groups (realized on the doublet indices i, a, and
α), but also under the SO(5) automorphisms. These SO(5) transformations
mix the spinor derivatives Dia and ∇αi in the indices α and a, while two SU(2)
groups realized on these indices constitute SO(4) ⊂ SO(5). The superfields
U ,Vαa form an SO(5) vector: under SO(5) transformations belonging to the
coset SO(5)/SO(4) they transform as

δVαa = aαa U , δU = −2aαa Vαa . (2.191)

As in the previous cases we may consider two different splittings of the
N = 8 vector multiplet into irreducible N = 4 superfields.

1. (5, 8, 3) = (1, 4, 3) ⊕ (4, 4, 0)
2. (5, 8, 3) = (3, 4, 1) ⊕ (2, 4, 2)

Once again, they correspond to two different choices of the N = 4, d = 1
superspace as a subspace in the original N = 8, d = 1 superspace.

1. (5, 8, 3) = (1, 4, 3) ⊕ (4, 4, 0)

The relevant N = 4 superspace is R
(1|4) parameterized by the coordinates

(t, θia) and defined in (2.131). As in the previous cases, it follows from the
constraints (2.190) that the spinor derivatives of all involved superfields with
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respect to ϑiα are expressed in terms of spinor derivatives with respect to θia.
Thus, the only essential N = 4 superfield components of Vαa and U in their
ϑ-expansion are the first ones

vαa ≡ Vαa|ϑ=0 , u ≡ U|ϑ=0 . (2.192)

They accommodate the whole off-shell component content of the N = 8 vector
multiplet. These five bosonic N = 4 superfields are subjected, in virtue of
(2.190), to the irreducibility constraints in N = 4 superspace

Di(avb)α = 0, Di(aD
b)
i u = 0 . (2.193)

Thus, from the N = 4 superspace standpoint, the vector N = 8 supermultiplet
is the sum of the N = 4, d = 1 hypermultiplet vαa with the off-shell component
contents (4, 4, 0) and the N = 4 “old” tensor multiplet u with the contents
(1, 4, 3).

The transformations of the implicit N = 4 Poincaré supersymmetry read

δvaα = ηiαD
i
au , δu =

1
2
ηiαD

iavα
a . (2.194)

2. (5, 8, 3) = (3, 4, 1) ⊕ (2, 4, 1)

Another interesting N = 4 superfield splitting of the N = 8 vector multi-
plet can be achieved by passing to the complex parameterization of the N = 8
superspace as (

t, Θiα = θiα + iϑαi, Θ̄
iα = θiα − iϑαi

)
where we have identified the indices a and α, thus reducing the number of
manifest SU(2) automorphism symmetries to just two. In this superspace the
covariant derivatives Diα,Djβ defined in (2.153) (with the identification of
indices just mentioned) are naturally realized. We are also led to define new
superfields

V ≡ −εαaVαa , Wαβ ≡ V(αβ) =
1
2
(
Vαβ + Vβα

)
,

W ≡ V + iU , W ≡ V − iU . (2.195)

In this basis of N = 8 superspace the original constraints (2.190) amount
to

DiαWβγ = −1
4
(
εβαDiγW + εγαDiβW

)
,

DiαWβγ = −1
4
(
εβαDiγW + εγαDiβW

)
,

DiαW = 0, DiαW = 0 , (DkαDi
α)W = (Dk

αD
iα

)W . (2.196)

Next, we single out the N = 4, d = 1 superspace as
(
t, θα ≡ Θ1α, θ̄

α
)

and split
our N = 8 superfields into the N = 4 ones in the standard way. As in all
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previous cases, the spinor derivatives of each N = 8 superfield with respect
to Θ

2α
and Θ2α, as a consequence of the constraints (2.196), are expressed as

derivatives of some other superfields with respect to θ̄α and θα. Therefore, only
the first (i.e., taken at Θ

2a
= 0 and Θ2a = 0) N = 4 superfield components

of the N = 8 superfields really matter. They accommodate the entire off-shell
field content of the multiplet. These N = 4 superfields are defined as

φ ≡ W| , φ̄ ≡ W
∣∣ , wαβ ≡ Wαβ

∣∣ (2.197)

and satisfy the constraints following from (2.196)

Dαφ̄ = 0 , Dαφ = 0 , D(αwβγ) = D(αwβγ) = 0, Dα ≡ D1α , Dα ≡ D1α .
(2.198)

They tell us that the N = 4 superfields φ and φ̄ form the standard N = 4
chiral multiplet (2, 4, 2), while the N = 4 superfield wαβ represents the
N = 4 tensor multiplet (3, 4, 1).

The implicit N = 4 supersymmetry is realized on wαβ , φ and φ̄ as

δwαβ =
1
2

(
η(αDβ)

φ̄− η̄(αDβ)φ
)
, δφ =

4
3
ηαD

β
wα

β , δφ̄ = −4
3
η̄αDβw

β
α .

(2.199)
An analysis of N = 8 supersymmetric actions for the N = 8 vector multi-

plet may be found in [6].

2.4.5 Supermultiplet (6, 8, 2)

This supermultiplet can be described by two N = 8 tensor multiplets Vij and
Wab ,

D(i
a Vjk) = 0 , ∇(i

a Vjk) = 0 , D
(a
i Wbc) = 0 , ∇(a

i Wbc) = 0 , (2.200)

with the additional constraints

Da
jVij = ∇biWa

b , ∇a
jVij = −Di

bWab . (2.201)

The role of the latter constraints is to identify the eight fermions, which are
present in Vij , with the fermions from Wab, and to reduce the number of
independent auxiliary fields in both superfields to two

F1 = Da
i DajVij | , F2 = Di

aDibWab| , (2.202)

where | means here restriction to θia = ϑia = 0 .
There are two different possibilities to split this N = 8 multiplet into

N = 4 ones.

1. (6, 8, 2) = (3, 4, 1) ⊕ (3, 4, 1)
2. (6, 8, 2) = (4, 4, 0) ⊕ (2, 4, 2)
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As before, we discuss the peculiarities of both decompositions.

1. (6, 8, 2) = (3, 4, 1) ⊕ (3, 4, 1)

The corresponding N = 4 supersubspace is (2.131). The N = 8 constraints
imply that the only essential N = 4 superfield components of Vij and Wab in
their ϑ-expansion are the first ones

vij ≡ Vij | , wab ≡ Wab| . (2.203)

These six bosonic N = 4 superfields are subjected, in virtue of (2.200), (2.201),
to the irreducibility constraints in N = 4 superspace

Da(ivjk) = 0 , Di(awbc) = 0 . (2.204)

Thus, the N = 8 supermultiplet (6, 8, 2) amounts to the sum of two N =
4, d = 1 tensor multiplets vij , wab with the off-shell field contents (3, 4, 1) ⊕
(3, 4, 1).

The transformations of the implicit N = 4 Poincaré supersymmetry are

δvij = −2
3
η(i

a D
j)
b w

ab, δwab =
2
3
η
(a
i D

b)
j v

ij . (2.205)

The free N = 8 supersymmetric action has the following form:

S =
∫

dtd4θ
(
v2 − w2

)
. (2.206)

2. (6, 8, 2) = (4, 4, 0) ⊕ (2, 4, 2)

In this case, to describe the (6, 8, 2) multiplet, we combine two N = 4
superfields, i.e., the chiral superfield

Diφ = Diφ̄ = 0 (2.207)

and the hypermultiplet qia

D(iqj)a = D(iqj)a = 0 . (2.208)

The transformations of the implicit N = 4 supersymmetry read

δqia = ε̄aDiφ̄+ εaDiφ , δφ = −1
2
ε̄aDiqia , δφ̄ = −1

2
εaDiqia . (2.209)

The invariant free action reads

Sfree =
∫

dtd4θ
(
q2 − 4φφ̄

)
. (2.210)
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2.4.6 Supermultiplet (7, 8, 1)

This supermultiplet has a natural description in terms of two N = 8 super-
fields Vij and Qaα satisfying the constraints

D(iaVjk) = 0 , ∇α(iVjk) = 0 , Di(aQαb) = 0, ∇(α
i Qβ)

a = 0 ,(2.211)
Da

jVij = i∇i
αQaα , ∇α

j Vij = −iDi
aQaα . (2.212)

The constraints (2.211) leave in the superfields Vij and Qaα the sets (3,
8, 5) and (4, 8, 4) of irreducible components, respectively. The role of the
constraints (2.212) is to identify the fermions in the superfields Vij and Qaα

and reduce the total number of independent auxiliary components in both
superfields to just one.

For this supermultiplet there is a unique splitting into N = 4 superfields
as

(7, 8, 1) = (3, 4, 1) ⊕ (4, 4, 0).

The proper N = 4 superspace is parameterized by the coordinates (t, θia).
The constraints (2.211), (2.212) imply that the only essential N = 4 superfield
components in the ϑ-expansion of Vij and Qaα are the first ones

vij ≡ Vij |ϑ=0 , qaα ≡ Qaα|ϑ=0 . (2.213)

These seven bosonic N = 4 superfields are subjected, as a corollary of (2.211),
(2.212), to the irreducibility constraints in N = 4 superspace

Da(ivjk) = 0 , Di(aqb)α = 0 . (2.214)

Thus, the N = 8 supermultiplet (7, 8, 1) amounts to the sum of the N =
4, d = 1 hypermultiplet qaα with the (4, 4, 0) off-shell field content and the
N = 4 tensor multiplet vij with the (3, 4, 1) content.

The implicit N = 4 Poincaré supersymmetry is realized by the transfor-
mations

δvij = −2i
3
η(i

αD
j)
a q

aα , δqaα = − i

2
ηiαDjavij . (2.215)

The free action can be also easily written

S =
∫

dtd4θ

[
v2 − 4

3
q2

]
. (2.216)

2.4.7 Supermultiplet (8, 8, 0)

This supermultiplet is analogous to the supermultiplet (0, 8, 8): they differ in
their overall Grassmann parity. It is described by the two real bosonic N = 8
superfields QaA, Φiα subjected to the constraints
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D(iaΦj)α = 0 , Di(aQb)A = 0 , ∇(αAΦ
β)
i = 0 ,

∇α(AQaB) = 0 , ∇αAQa
A = −DiaΦα

i , (2.217)
∇αAΦi

α = DiaQA
a . (2.218)

Analogously to the case of the supermultiplet (8, 8, 0), from the con-
straints (2.218) it follows that the spinor derivatives of all involved superfields
with respect to ϑαA are expressed in terms of spinor derivatives with respect to
θia. Thus, the only essential N = 4 superfield components in the ϑ-expansion
of QaA and Φiα are the first ones

qaA ≡ QaA|ϑ=0 , φiα ≡ Φiα|ϑ=0 . (2.219)

They accommodate the whole off-shell component content of the multiplet
(8, 8, 0). These bosonic N = 4 superfields are subjected, as a consequence of
(2.217), (2.218), to the irreducibility constraints in N = 4 superspace

Da(iφj)α = 0 , Di(aqb)A = 0 . (2.220)

Thus, the N = 8 supermultiplet (8, 8, 0) can be represented as the sum of
two N = 4, d = 1 hypermultiplets with the off-shell component contents (4,
4, 0) ⊕ (4, 4, 0).

The transformations of the implicit N = 4 Poincaré supersymmetry in
this last case are as follows:

δqaA = −1
2
ηAαDiaφiα, δφiα =

1
2
ηα

AD
i
aq

aA . (2.221)

The invariant free action reads

S =
∫

dtd4θ
[
q2 − φ2

]
. (2.222)

The most general action still respecting four SU(2) automorphism sym-
metries has the following form:

S =
∫

dtd4θF (q2, φ2) , (2.223)

where, as a necessary condition of N = 8 supersymmetry, the function
F (q2, φ2) should obey the equation

∂2

∂q2∂q2

(
q2F (q2, φ2)

)
+

∂2

∂φ2∂φ2

(
φ2F (q2, φ2)

)
= 0 . (2.224)

Thus, we presented superfield formulations of the full amount of off-shell
N = 8, d = 1 supermultiplets with eight physical fermions, both in N = 8 and
N = 4 superspaces. We listed all possible N = 4 superfield splittings of these
multiplets.
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2.5 Summary and Conclusions

In these lectures we reviewed the superfield approach to extended supersym-
metric one-dimensional models. We presented superfield formulations of the
full amount of off-shell N = 4 and N = 8, d = 1 supermultiplets with 4
and 8 physical fermions, respectively. We also demonstrated how to repro-
duce N = 4 supermultiplets from nonlinear realizations of the N = 4, d = 1
superconformal group.

It should be pointed out that here we addressed only those multiplets which
satisfy linear constraints in superspace. As we know, there exist N = 4, d = 1
multiplets with nonlinear defining constraints (e.g., nonlinear versions of the
chiral (2, 4, 2) multiplet, as well as of the hypermultiplet (4, 4, 0)). It would
be interesting to construct analogous nonlinear versions of some N = 8 mul-
tiplets from the above set. Moreover, for all our linear supermultiplets the
bosonic metrics of the general sigma-model type actions are proven to be con-
formally flat. This immediately raises the question – how to describe N = 4
and N = 8, d = 1 sigma models with hyper-Kähler metrics in the target
space? For the N = 8 cases it seems the unique possibility is to use infinite
dimensional supermultiplets, as in the case of N = 2, d = 4 supersymme-
try [32, 33]. But for N = 4, d = 1 supersymmetric models infinite dimensional
supermultiplets do not exist! Therefore, the unique possibility in this case is
to use some nonlinear supermultiplets. In this respect, the harmonic super-
space approach seems to yield the most relevant framework. So, all results
we discussed should be regarded as preparatory for a more detailed study of
N = 4, 8 d = 1 supersymmetric models.
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These lectures fall into two distinct, although tenuously related, parts. The
first part is about fuzzy and noncommutative spaces, and particle mechanics
on such spaces, in other words, noncommutative mechanics. The second part
is a discussion/review of the use of twistors in calculating Yang–Mills ampli-
tudes. The point of connection between these two topics is in the realization
of holomorphic maps as the lowest Landau level wave functions, or as wave
functions of the Hilbert space used for the fuzzy version of the two-sphere.

3.1 Fuzzy Spaces

3.1.1 Definition and Construction of HN

Fuzzy spaces have been an area of research for a number of years by now
[1]. They have proved to be useful in some physical problems. Part of the
motivation for this has been the discovery that noncommutative spaces, and
more specifically fuzzy spaces, can arise as solutions in string and M -theories
[2]. For example, in the matrix model version of M -theory, noncommutative
spaces can be obtained as (N ×N)-matrix configurations whose large N -limit
will give smooth manifolds. Fluctuations of branes are described by gauge
theories and, with this motivation, there has recently been a large number
of papers dealing with gauge theories, and more generally field theories, on
such spaces [3]. There is also an earlier line of development, motivated by
quantum gravity, using the Dirac operator to characterize the manifold and
using “spectral actions” [4].

Even apart from their string and M -theory connections, fuzzy spaces are
interesting for other reasons. Because these spaces are described by finite-
dimensional matrices, the number of possible modes for fields on such spaces is
limited by the Cayley–Hamilton theorem, and so, one has a natural ultraviolet
cutoff. We may think of such field theories as a finite-mode approximation to
commutative continuum field theories, providing, in some sense, an alternative

V.P. Nair: Noncommutative Mechanics, Landau Levels, Twistors, and Yang–Mills Amplitudes,
Lect. Notes Phys. 698, 97–138 (2006)
DOI 10.1007/3-540-33314-2 3 c© Springer-Verlag Berlin Heidelberg 2006
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to lattice gauge theories. Indeed, this point of view has been pursued in some
recent work [5].

Analysis of fuzzy spaces and particle dynamics on such spaces are also
closely related to the quantum Hall effect. The dynamics of charged particles
in a magnetic field can be restricted to the lowest Landau level, if the field
is sufficiently strong, and this is equivalent to dynamics on a fuzzy version of
the underlying spatial manifold. (The fact that the restriction to the lowest
Landau level gives noncommutativity of coordinates has been known for a
long time; for a recent review focusing on the fuzzy aspects, see [6].)

The main idea behind fuzzy spaces is the standard correspondence princi-
ple of the quantum theory, which is as shown below.

Quantum Theory � → 0 Classical Theory

Hilbert space H Phase space M
−→

Operators on H Functions on M

This correspondence suggests a new paradigm. Rather than dealing with theo-
ries on a continuous manifold M , we take the Hilbert space H and the algebra
of operators on it as the fundamental quantities and obtain the continuous
manifold M as an approximation. Generally, instead of �, we use an arbitrary
deformation parameter θ, so that the continuous manifold emerges not as the
classical limit in the physical sense, but as some other limit when θ → 0,
which will mathematically mimic the transition from quantum mechanics to
classical mechanics. The point of view where the space-time manifold is not
fundamental can be particularly satisfying in the context of quantum gravity,
and in fact, it was in this context that the first applications of noncommutative
spaces to physics was initiated [4].

Now passing to more specific details, by a fuzzy space, we mean a sequence
(HN ,MatN ,DN ), where HN is an N -dimensional Hilbert space, MatN is the
matrix algebra of N × N -matrices which act on HN , and DN is a matrix
analog of the Dirac operator or, in many instances, just the matrix analog of
the Laplacian. The inner product on the matrix algebra is given by 〈A,B〉 =
1
N Tr(A†B). The Hilbert space HN leads to some smooth manifold M as N →
∞. The matrix algebra MatN approximates to the algebra of functions on
M . The operator DN is needed to recover metrical and other geometrical
properties of the manifold M . For example, information about the dimension
of M is contained in the growth of the number of eigenvalues. More generally,
noncommutative spaces are defined in a similar way, with a triple (H,A,D),
where H can be infinite-dimensional, A is the algebra of operators on H and
D is a Dirac operator on H [4]. For fuzzy spaces the dimensionality of H is
finite.

Rather than discuss generalities, we will consider the construction of some
noncommutative and fuzzy spaces. Consider the flat 2k-dimensional space
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R2k. We build up the coherent state representation by considering the particle
action [7]

S
θ

= − i

θ

∫
dt Z̄αŻ

α , (3.1)

where α = 1, 2, . . . , k. Evidently, the time-evolution of the variables Zα, Z̄α

is trivial, and so, the theory is entirely characterized by the phase space, or
upon quantization, by the specification of the Hilbert space. From the action,
we can identify the canonical commutation rules as

[Z̄β , Z
α] = θ δα

β . (3.2)

It is then possible to choose states, which are eigenstates of Zα, defined by
〈z|Zα = 〈z|zα, so that wave functions f(z) = 〈z|f〉 can be taken to be holo-
morphic. The operators Zα, Z̄β are realized on these by

Zα f(z) = zα f(z)

Z̄β f(z) = θ
∂

∂zβ
f(z) .

(3.3)

The inner product for the wave functions should be of the form

〈f |h〉 =
∫

dµ C(z, z̄) f̄ h

dµ =
∏
α

dzαdz̄α

(−2i)
≡
∏
α

d2zα .
(3.4)

By imposing the adjointness condition 〈f |Zh〉 = 〈Z̄f |h〉, we get

θ
∂C

∂zα
= −z̄αC (3.5)

which can be solved to yield

〈f |h〉 =
∫ ∏

α

d2zα

πθ
exp
[
− z̄αz

α

θ

]
f̄ h . (3.6)

The overall normalization has been chosen so that the state f = 1 has norm
equal to 1.

Since f(z) is holomorphic, a basis of states can be given by f = 1, zα,
zα1zα2 , . . . . The Hilbert space is infinite-dimensional and can be used for the
noncommutative version of R2k.

3.1.2 Star Products

The star product is very helpful in discussing the large N limit. (Star products
have along history going back to Moyal and others. The books and reviews
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quoted, [1, 3, 7] and others, contain expositions of the star product.) We
shall consider the two-dimensional case first, generalization to arbitrary even
dimensions will be straightforward. A basis for the Hilbert space is given by
1, z, z2, etc., and using this basis, we can represent an operator as a matrix
Amn. Associated to such a matrix, we define a function A(z, z̄) = (A), known
as the symbol for A, by

(A) = A(z, z̄) ≡
∑
mn

Amn
zm z̄n

√
m! n!

e−zz̄/θ

=
∑
mn

Amnψmψ
∗
n , (3.7)

where ψn are given by

ψn = e−zz̄/2θ zn

√
n!

. (3.8)

These are normalized functions obeying the equation∫
d2z

θπ
ψ∗

n ψm = δmn . (3.9)

The symbol corresponding to the product of two operators (or matrices) A
and B may be written as

(AB) =
∑

ψmAmnBnkψ
∗
k

=
∑

ψm(z)Amn

[∫
d2w

θπ
ψ∗

n(z + w)ψr(z + w)
]
Brkψ

∗
k(z)

=
∫

d2w

θπ
e−ww̄/θ A(z, z̄ + w̄) B(z + w, z̄) (3.10)

≡ (A) ∗ (B)

= (A)(B) + θ
∂(A)
∂z̄

∂(B)
∂z

+ · · · . (3.11)

Functions on M = C, under the star product, form an associative but noncom-
mutative algebra. As θ becomes small, we may approximate the star product
by the first two terms, giving

([A,B]) = (A) ∗ (B) − (B) ∗ (A) = θ

(
∂(A)
∂z̄

∂(B)
∂z

− ∂(B)
∂z̄

∂(A)
∂z

)
. (3.12)

The r.h.s. is the Poisson bracket of A and B, and this relation is essentially
the standard result that the commutators of operators tend to (i times) the
Poisson bracket of the corresponding functions (symbols) for small values of
the deformation parameter. In particular, we find

Z ∗ Z̄ = zz̄ + · · ·
Z̄ ∗ Z = z̄z + θ + · · ·

Z ∗ Z̄ − Z̄ ∗ Z = θ + · · · .
(3.13)



3 Noncommutative Mechanics, Landau Levels, Twistors 101

We can interpret Z, Z̄ as the coordinates of the space; they are noncommuting.
The noncommutativity is characterized by the parameter θ, as we can use the
equations given above in terms of symbols to obtain the small θ-limit.

These considerations can be generalized in an obvious way to M = Ck.

3.1.3 Complex Projective Space CP k

We shall now discuss the fuzzy version of CPk. Unlike the case of flat space, we
will get a finite number of states for CPk, say, N , so this will be a truly fuzzy
space, rather than just noncommutative. The continuous manifold CPk can
be obtained as N → ∞. In the previous discussion, we started with continuous
R2k, set up the quantum theory for the action (3.1), and the resulting Hilbert
space could be interpreted as giving the noncommutative version of R2k. We
can follow the same strategy for CPk. In fact, we can adapt the coherent
state construction to obtain the fuzzy version of CPk. For a more detailed
and group theoretic approach, see [6–8].

Continuous CPk is defined as the set of k+ 1 complex variables Zα, with
the identification of Zα and λZα where λ is any nonzero complex number,
i.e., we start with Ck+1 and make the identification Zα ∼ λZα, λ ∈ C−{0}.
Based on the fact that there is natural action of SU(k + 1) on Zα given by

Zα −→ Z ′α = gα
β Zβ , g ∈ SU(k + 1) , (3.14)

we can show that CPk can be obtained as the coset

CPk =
SU(k + 1)

U(k)
. (3.15)

In fact, we may take (3.15) as the definition of CPk. The division by U(k)
suggests that we can obtain CPk by considering a “gauged” version of the
action (3.1), where the gauge group is taken to be U(k). Replacing the time-
derivative by the covariant derivative, the action becomes

S = −i
∫

dt Z̄α(∂0Z
α − iA0Z

α) − n

∫
dt A0 , (3.16)

where we have also included a term for the gauge field. (From now on, we will
not display θ explicitly.) This action is easily checked to be invariant under
the U(1) gauge transformation

Zα → eiϕ Zα, A0 → A0 + ∂0ϕ . (3.17)

The pure gauge field part of the action is the one-dimensional Chern–Simons
term. The coefficient n has to be quantized, following the usual arguments.
For example, we can consider the transformation where ϕ(t) obeys ϕ(∞) −
ϕ(−∞) = 2π. The action then changes by −2πn, and since exp(iS) has to be
single-valued to have a well-defined quantum theory, n has to be an integer.
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The variation of the action with respect to A0 leads to the Gauss law for
the theory,

Z̄α Zα − n ≈ 0 , (3.18)

where the weak equality (denoted by ≈) indicates, as usual, that this condition
is to be imposed as a constraint. This is a first-class constraint in the Dirac
sense, and hence it removes two degrees of freedom. Thus, from Ck+1, we go
to a space with k complex dimensions. Given the U(k) invariance, this can be
identified as CPk.

The time-evolution of Zα is again trivial and we are led to the complete
characterization of the theory by the Hilbert space, which must be obtained
taking account of the constraint (3.18). In the quantum theory, the allowed
physical states must be annihilated by the Gauss law. Using the realization
of the Zα, Z̄α given in (3.2), this becomes(

zα ∂

∂zα
− n

)
f(z) = 0 . (3.19)

Thus, the allowed functions f(z) must have n powers of z’s. They are of the
form

f(z) =
1√
n!

zα1zα2 · · · zαn . (3.20)

There are N = (n+k)!/n!k! independent functions. The Hilbert space of such
functions form the carrier space of a completely symmetric rank n irreducible
representation of SU(k + 1). A simple parameterization in terms of local co-
ordinates on CPk can be obtained by writing zk+1 = λ, zi = λξi, where
ξi = zi/zk+1 = zi/λ, for i = 1, 2, . . . , k. Correspondingly, the wave functions
have the form f(z) = λn f(ξ). The inner product for two such wave functions
can be obtained from the inner product (3.6). We get

〈f |h〉 =
1
n!

∫
d2λ

π

∏
i

d2ξi

π
e−λλ̄(1+ξ̄·ξ) (λλ̄)k+n f̄ h

=
(n+ k)!
n! k!

∫ [
k!
∏

d2ξi

πk(1 + ξ̄ · ξ)k+1

]
f(ξ)

(1 + ξ̄ · ξ)n/2

h(ξ)
(1 + ξ̄ · ξ)n/2

= N

∫
dµ(CPk)

f(ξ)
(1 + ξ̄ · ξ)n/2

h(ξ)
(1 + ξ̄ · ξ)n/2

. (3.21)

Here, N is the dimension of the Hilbert space and dµ(CPk) is the standard
volume element for CPk in the local coordinates ξi, ξ̄i. Now, an SU(k + 1)
matrix g can be parameterized in such a way that the last column gα

k+1 is
given in terms of ξi, and the factor

√
1 + ξ̄ · ξ, as

g =




. . . . ξ1

. . . . ξ2

. . . . .

. . . . ξk

. . . . 1




1√
1 + ξ̄ · ξ

. (3.22)
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The states f are thus of the form

f(ξ)
(1 + ξ̄ · ξ)n/2

= gα1
k+1g

α2
k+1 · · · g

αn

k+1 . (3.23)

Let |n, r〉, r = 1, 2, . . . , N , denote the states of the rank n symmetric
representation of SU(k + 1). Then the Wigner D-function corresponding to
g in this representation is defined by D(n)

rs (g) = 〈n, r|ĝ|n, s〉; it is the matrix
representative of the group element g in this representation. One can then
check easily that

gα1
k+1g

α2
k+1 · · · g

αn

k+1 = D(n)
r,w = 〈n, r|ĝ|n,w〉 , (3.24)

where the state |n,w〉 is the lowest weight state obeying

Tk2+2k |n,w〉 = −n k√
2k(k + 1)

|n,w〉

Ta |n,w〉 = 0 .
(3.25)

Here, Ta are the generators of the SU(k) subalgebra and Tk2+2k is the gen-
erator of the U(1) algebra, both for the subgroup U(k) of SU(k + 1). The
normalized wave functions for the basis states are thus Ψr =

√
N D(n)

r,w(g).
Notice that D(n)

n,w are invariant under right translations of g by SU(k) trans-
formations, and under the U(1) defined by Tk2+2k they have a definite charge
n, up to the k-dependent normalization factor. Since they are not U(1) in-
variant, they are really not functions on CPk, but sections of a line bundle on
SU(k+1)/U(k), the rank of the bundle being n. This is exactly what we should
expect for quantization of CPk since this space is given as SU(k + 1)/U(k).

3.1.4 Star Products for Fuzzy CPk

As for the flat case, we can construct a star product for functions on CPk

which captures the noncommutative algebra of functions [8, 9]. First, we need
to establish some notation. Let tA denote the generators of the Lie algebra
of SU(k + 1), realized as (k + 1 × k + 1)-matrices. (The T ’s given in (3.25)
correspond to the generators of U(k) ⊂ SU(k + 1) in the rank n symmetric
representation; they are the rank n representatives of tk2+2k and ta. The
remaining generators are of two types, t−i, i = 1, 2, . . . , k, which are lowering
operators and t+i which are raising operators.) Left and right translation
operators on g are defined by the equations

L̂A g = tA g, R̂A g = g tA (3.26)

If g is parameterized by ϕA, some of which are the ξ’s, then we write

g−1dg = −itAEA
B dϕB , dgg−1 = −itAẼA

B dϕB (3.27)
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The operators L̂A and R̂A are then realized as differential operators

L̂A = i(Ẽ−1)B
A

∂

∂ϕB
, R̂A = i(E−1)B

A

∂

∂ϕB
. (3.28)

The state |n,w〉, used in D(n)
rw (g) = 〈n, r|ĝ|n,w〉, is the lowest weight state,

which means that we have the condition

R̂−iD(n)
r,w = 0 . (3.29)

This is essentially a holomorphicity condition. Notice that f(ξ) are holomor-
phic in the ξ’s; the D(n)

rw have an additional factor (1 + ξ̄ · ξ)−n/2, which can
be interpreted as due to the nonzero connection in R̂−i, ultimately due to
the nonzero curvature of the bundle. Equation (3.29) tells us that D(n)

r,w are
sections of a rank n holomorphic line bundle.

We define the symbol corresponding to a matrix Ams as the function

A(g) = A(ξ, ξ̄) =
∑
ms

D(n)
m,w(g)AmsD∗(n)

s,w (g)

= 〈w|ĝT Âĝ∗|w〉 . (3.30)

The symbol corresponding to the product of two matrices A and B can be
simplified as follows.

(AB) =
∑

r

AmrBrsD(n)
m,w(g)D∗(n)

s,w (g)

=
∑
rr′p

D(n)
m,w(g) Amr D∗(n)

r,p (g)D(n)
r′,p(g) Br′s D∗(n)

s,w (g) , (3.31)

where we use the fact that g∗gT = 1, which reads in the rank n symmetric
representation as δrr′ =

∑
p D

∗(n)
r,p (g)D(n)

r′,p(g). In the sum over p on the r.h.s.
of (3.31), the term with p = −n (corresponding to the lowest weight state
|n,w〉) gives the product of the symbols for A and B. The terms with p > −n
may be written in terms of powers of the raising operators R+1, R+2, . . ., R+k,
as

D(n)
r,p (g) =

[
(n− s)!

n!i1!i2! · · · ik!

] 1
2

R̂i1
+1 R̂

i2
+2 · · · R̂ik

+k D(n)
r,w(g) . (3.32)

Here, s = i1 + i2 + · · · + ik and the eigenvalue for the U(1) generator Tk2+2k

for the state |n, p〉 is (−nk + sk + s)/
√

2k(k + 1).
We also get
[
R̂+iD(n)

r′,w(g)
]
Br′sD∗(n)

s,w (g) =
[
R̂+iD(n)

r′,wBr′sD∗(n)
s,w (g)

]
= R̂+iB(g) , (3.33)

where we used the fact that R̂+iD∗(n)
s,w = 0. Keeping in mind that R̂∗

+ = −R̂−,
(3.31)–(3.33) combine to give
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(AB)(g) =
∑

s

(−1)s

[
(n− s)!
n!s!

] n∑
i1+···+ik=s

s!
i1!i2! · · · ik!

× R̂i1
−1R̂

i2
−2 · · · R̂ik

−kA(g) R̂i1
+1R̂

i2
+2 · · · R̂ik

+kB(g)
≡ A(g) ∗B(g) . (3.34)

This expression gives the star product for functions on CPk. As expected,
the first term of the sum on the r.h.s. gives the ordinary product A(g)B(g),
successive terms involve derivatives and are down by powers of n, as n → ∞.
Since the dimension of the matrices is given by N = (n + k)!/n!k!, large n is
what we need for the limit of the continuous manifold, and the star product,
as written here, is suitable for extracting this limit for various quantities. For
example, for the symbol corresponding to the commutator of A, B, we have

(
[A,B]

)
(g) = − 1

n

k∑
i=1

(R̂−iA R̂+iB − R̂−iB R̂+iA) + O(1/n2)

=
i

n
{A,B} + O(1/n2) . (3.35)

The term involving the action of R̂’s on the functions can indeed be verified
to be the Poisson bracket on CPk. Equation (3.35) is again the general corre-
spondence of commutators and Poisson brackets, here realized for the specific
case of CPk.

We also note that traces of matrices can be converted to phase space
integrals. For a single matrix A, and for the product of two matrices A, B,
we find

TrA =
∑
m

Amm = N

∫
dµ(g)D(n)

m,w Amm′ D∗(n)
m′,w

= N

∫
dµ(g) A(g)

TrAB = N

∫
dµ(g) A(g) ∗B(g) . (3.36)

3.1.5 The Large n-Limit of Matrices

Consider the symbol for the product T̂BÂ, where T̂B are the generators of
SU(k + 1), viewed as linear operators on the states. We can simplify it along
the following lines.
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(T̂BÂ)rs = 〈r| ĝT T̂B Â ĝ∗ |s〉
= SBC 〈r| T̂C ĝT Â ĝ∗ |s〉
= SBa(Ta)rp 〈p| ĝT Â ĝ∗ |s〉 + SB+i 〈r| T̂−i ĝ

T Â ĝ∗ |s〉

+SB k2+2k 〈r| T̂k2+2k ĝT Â ĝ∗ |s〉
= LB 〈r| ĝT Â ĝ∗ |s〉
= LB A(g)rs , (3.37)

where we have used ĝT T̂B ĝ
∗ = SBC T̂C , SBC = 2Tr(gT tBg

∗tC). (Here, tB, tC
and the trace are in the fundamental representation of SU(k + 1).) We have
also used the fact that the states |r〉, |s〉 are SU(k)-invariant. (They are both
equal to |n,w〉, but we will make this identification only after one more step
of simplification.) LB is defined as

LB = − nk√
2k(k + 1)

SB k2+2k + SB+i
ˆ̃R−i (3.38)

and ˆ̃R−i is a differential operator defined by ˆ̃R−ig
T = T−ig

T ; it can be written
in terms of R̂−i, but the precise formula is not needed here.

By taking Â itself as a product of T̂ ’s, we can iterate this calculation and
obtain the symbol for any product of T̂ ’s as

(T̂AT̂B · · · T̂M ) = LALB · · · LM · 1 , (3.39)

where we have now set |n, r〉 = |n, s〉 = |n,w〉.
A function on fuzzy CPk is an N×N -matrix. It can be written as a linear

combination of products of T̂ ’s, and by using the above formula, we can obtain
its large n limit. When n becomes very large, the term that dominates in LA

is SA k2+2k. We then see that for any matrix function we have the relation,
F (T̂A) ≈ F (SA k2+2k).

We are now in position to define a set of “coordinates” XA by

XA = − 1√
C2(k + 1, n)

TA , (3.40)

where TA is the matrix corresponding to T̂A and

C2(k + 1, n) =
n2k2

2k(k + 1)
+
nk

2
(3.41)

is the value of the quadratic Casimir for the symmetric rank n representation.
The coordinates XA are N ×N -matrices and can be taken as the coordinates
of fuzzy CPk, embedded in Rk2+2k. In the large n limit, we evidently have
XA ≈ SA k2+2k = 2Tr(gT tAg

∗tk2+2k). From the definition, we can see that
SA k2+2k obey algebraic constraints which can be verified to be the correct
ones for describing CPk as embedded in Rk2+2k [10].
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3.2 Noncommutative Plane, Fuzzy CP1, CP2, etc.

The noncommutative plane has already been described. The basic commuta-
tion rules are given by (3.2), with the indices taking only one value, 1. The
star product is given by (3.10). While the coherent state basis is very ideal
for considering the commutative limit θ → 0, for many purposes, it is easy
enough to deal with the representation of Z, Z̄ as infinite-dimensional matri-
ces. In fact, one can also use real coordinates and characterize them by the
commutation rules

[Xi,Xj ] = iθ εij . (3.42)

More generally, one may consider R2k, with the commutation rules

[Xi,Xj ] = i θij , (3.43)

where the constant matrix θij characterizes the noncommutativity.
Fuzzy CP1 is the same as the fuzzy two-sphere and has been studied for a

long time [11]. It can be treated as the special case k = 1 of our analysis. The
Hilbert space corresponds to representations of SU(2), and they are given by
the standard angular momentum theory. Representations are labeled by the
maximal angular momentum j = n

2 , with N = 2j+1 = n+1. The generators
are the angular momentum matrices, and the coordinates of fuzzy S2 are
given by Xi = Ji/

√
j(j + 1), as in (3.40). These coordinate matrices obey the

commutation rule
[Xi,Xj ] =

i√
j(j + 1)

εijkXk . (3.44)

We get commuting coordinates only at large n.
If g is an element of SU(2) considered as a 2 × 2-matrix, we can para-

meterize it, apart from an overall U(1) factor and along the lines of (3.22),
as

g =
1√

(1 + ξ̄ξ)

[
−1 ξ
ξ̄ 1

]
. (3.45)

The large n limit of the coordinates is given by Xi ≈ Si3(g), which can be
worked out as

S13 = − ξ + ξ̄

(1 + ξξ̄)
, S23 = −i ξ − ξ̄

(1 + ξξ̄)
, S33 =

ξξ̄ − 1
ξξ̄ + 1

. (3.46)

The quantities Si3 obey the condition Si3Si3 = 1 corresponding to a unit two-
sphere embedded in R3; ξ, ξ̄ are the local complex coordinates for the sphere.
The matrix coordinates obey the condition XiXi = 1. Thus, we may regard
them as giving the fuzzy two-sphere, which approximates to the continuous
two-sphere as n → ∞.

We can also study functions on fuzzy S2, which are given as N × N -
matrices. At the matrix level, there areN2 = (n+1)2 independent “functions.”
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A basis for them is given by 1, Xi, X(iXj), etc., where X(iXj) denotes the sym-
metric part of the product XiXj with all contractions of indices i, j removed;
i.e., X(iXj) = 1

2 (XiXj + XjXi) − 1
3δij1. Since we have finite-dimensional

matrices, the last independent function corresponds to the symmetric n-fold
product of Xi’s with all contractions removed.

On the smooth S2, a basis for functions is given by the spherical harmonics,
labeled by the integer l = 0, 1, 2, . . .. They are given by the products of Si3

with all contractions of indices removed. There are (2l+ 1) such functions for
each value of l. If we consider a truncated set of functions with a maximal
value of l equal to n, the number of functions is

∑n
0 (2l+1) = (n+1)2. Notice

that this number coincides with the number of “functions” at the matrix
level. There is one-to-one correspondence with the spherical harmonics, for
l = 0, 1, 2, etc., up to l = n. Further, by using the relation Xi ≈ Si3, we
can see that the matrix functions, 1, Xi, X(iXj), etc., in the large n limit,
approximate to the spherical harmonics. The set of functions at the matrix
level go over to the set of functions on the smooth S2 as n → ∞. Fuzzy S2 may
thus be viewed as a regularized version of the smooth S2 where we impose
a cut-off on the number of modes of a function; n is the regulator or cut-off
parameter.

Fuzzy CP2 is the case k = 2 of our general analysis. The coordinates are
given by

XA = − 3√
n(n+ 3)

TA . (3.47)

The large n limit of the coordinates XA are SA8 = 2Tr(gT tAg
∗t8). In this

limit, the coordinates obey the condition

XAXA =1

dABCXBXC = − 1√
3
XC ,

(3.48)

where dABC = 2Tr tA(tBtC + tCtB). These conditions are known to be the
equations for CP2 as embedded in R8. Thus, our definition of fuzzy CP2 does
approximate to the smooth CP2 in the large n limit. Equation (3.48) can also
be imposed at the level of matrices to get a purely matrix-level definition of
fuzzy CP2 [9, 10].

The dimension of the Hilbert space is given by N = 1
2 (n+1)(n+2). Matrix

functions are N × N -matrices; a basis for them is given by products of the
T ’s with up to N − 1 factors. There are N2 independent functions possible.
On the smooth CP2, a basis of functions is given by products of the form
ūβ1 ūβ2 · · · ūβl

uα1uα2 · · ·uαl , where uα = gα
3. The number of such functions,

for a given value of l, is

[
1
2
(l + 1)(l + 2)

]2
−
[
1
2
l(l + 1)

]2
= (l + 1)3 (3.49)
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(All traces for these functions correspond to lower ones and can be removed
from the counting at the level l.) If we consider a truncated set of functions,
with values of l going up to n, the number of independent functions will be

n∑
0

(l + 1)3 =
1
4
(n+ 1)2(n+ 2)2 = N2 . (3.50)

It is thus possible to consider the fuzzy CP2 as a regularization of the smooth
CP2 with a cut-off on the number of modes of a function. Since any matrix
function can be written as a sum of products of T̂ ’s, the corresponding large
n limit has a sum of products of SA8’s. The independent basis functions are
thus given by representations of SU(3) obtained from reducing symmetric
products of the adjoint representation with itself. These are exactly what
we expect based on the fact the smooth CP2 is given by the embedding
conditions (3.48). The algebra of matrix functions for the fuzzy CP2, as we
have constructed it, does go over to the algebra of functions on the smooth
CP2.

Since the fuzzy spaces, the fuzzy CPk in particular, can be regarded as
a regularization of the smooth CPk with a cut-off on the number of modes
of a function, they can be used for regularization of field theories, in much
the same way that lattice regularization of field theories is carried out. There
are some interesting features or fuzzy regularization; for example, it may be
possible to evade fermion doubling problem on the lattice [5].

3.3 Fields on Fuzzy Spaces, Schrödinger Equation

A scalar field on a fuzzy space can be written as Φ(X), indicating that it is a
function of the coordinate matrices XA. Thus, Φ is an N×N -matrix. Further,
(3.35) tells us that

[TA, Φ] ≈ − i

n

nk√
2k(k + 1)

{SA k2+2k, Φ}

≡ −iDAΦ . (3.51)

DA, as defined by this equation, are the derivative operators on the space of
interest. For example, for the fuzzy S2, they are given by

D1 =
1
2

(ξ̄2∂ξ̄ + ∂ξ − ξ2∂ξ − ∂ξ̄)

D2 = − i

2
(ξ̄2∂ξ̄ + ∂ξ + ξ2∂ξ + ∂ξ̄)

D3 = ξ̄∂ξ̄ − ξ∂ξ .

(3.52)

These obey the SU(2) algebra, [DA,DB ] = iεABCDC . They are the transla-
tion operators on the two-sphere and correspond to the three isometry trans-
formations.
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These equations show that we can define the derivative, at the matrix
level, as the commutator i[TA, Φ], which is the adjoint action of TA on Φ. The
Laplacian on Φ is then given by −∆ · Φ = [TA, [TA, Φ]]. The Euclidean action
for a scalar field can be taken as

S =
1
N

Tr[Φ†[TA, [TA, Φ]] + V (Φ)] , (3.53)

where V (Φ) is a potential term; it does not involve derivatives.
The identification of derivatives also leads naturally to gauge fields. We

introduce a gauge field AA by defining the covariant derivative as

− iDAΦ = [TA, Φ] + AAΦ , (3.54)

where AA is a set of hermitian matrices. In the absence of the gauge field, we
have the commutation rules [TA, TB ] = ifABCTC . The field strength tensor
FAB , which is the deviation from this algebra, is thus given by

− iFAB = [TA + AA, TB + AB] − ifABC(TC + AC) . (3.55)

The action for Yang–Mills theory on a fuzzy space is then given by

S =
1
N

Tr
[
1
4
FABFAB

]
. (3.56)

The quantum theory of these fields can be defined by the functional in-
tegral over actions such as (3.53) and (3.56). Perturbation theory, Feynman
diagrams, etc., can be worked out. Our main focus will be on particle dynam-
ics, so we will not do this here. However, some of the relevant literature can
be traced from [3, 5, 12].

One can also write down the Schrödinger equation for particle quantum
mechanics on a fuzzy space [13]. The wave function Ψ(X) is matrix and its
derivative is given by −iDAΨ = [TA, Ψ ]. Coupling to an external potential
may be taken to be of the form V (X)Ψ . The Schrödinger equation is then
given by

i
∂Ψ

∂t
+ DA(DAΨ) − V Ψ = 0 . (3.57)

When it comes to gauge fields, there is a slight subtlety. The covariant
derivative is of the form (3.54). To distinguish the action of the gauge field
from the potential V , for the covariant derivative we may use the definition
−iDAΨ = [TA, Ψ ]+ΨAA. (One could also change the action of the potential.)
The Schrödinger equation retains the usual form,

iD0Ψ +
1

2m
DA(DAΨ) − V Ψ = 0 . (3.58)
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3.4 The Landau Problem on R2
NC and S2

F

As a simple example of the application of the ideas given above, we shall now
work out the quantum mechanics of a charged particle in a magnetic field on
the fuzzy two-plane [13, 14]. This is the fuzzy version of the classic Landau
problem. We shall also include an oscillator potential to include the case of an
ordinary potential as well. At the operator level, the inclusion of a background
magnetic field is easily achieved by changing the commutation rules for the
momenta. The modified algebra of observables is given by

[X1,X2] = i θ

[Xi, Pj ] = i δij

[P1, P2] = i B ,

(3.59)

where i, j = 1, 2, and B is the magnetic field. The Hamiltonian may be taken
as

H =
1
2
[
P 2

1 + P 2
2 + ω2(X2

1 +X2
2 )
]
. (3.60)

We have chosen the isotropic oscillator (with frequency ω), and H is invari-
ant under rotations. The form of various operators can be slightly different
from the usual ones because of the noncommutativity of the coordinates. The
angular momentum is given by

L =
1

1 − θB

[
X1P2 −X2P1 +

B

2
(X2

1 +X2
2 ) +

θ

2
(P 2

1 + P 2
2 )
]

(3.61)

L commutes with H, as can be checked easily.
The strategy for solving this problem involves expressing Xi, Pi in terms

of a usual canonical set, so that thereafter, it can be treated as an ordinary
quantum mechanical system. This change of variables will be different for
B < 1/θ and for B > 1/θ. For B < 1/θ, we define a change of variables

X1 = lα1 , P1 =
1
l
β1 + qα2

X2 = lβ1 , P2 =
1
l
α1 − qβ2 ,

(3.62)

where l2 = θ and q2 = (1 − Bθ)/θ. αi, βi form a standard set of canonical
variables, with

[αi, αj ] = 0
[αi, βj ] = i δij

[βi, βj ] = 0 .
(3.63)

The Hamiltonian is now given by

H =
1
2

[(
ω2l2 +

1
l2

)
(α2

1 + β2
1) + q2(α2

2 + β2
2) +

2q
l

(α1β2 + α2β1)
]
. (3.64)
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We can eliminate the mixing of the two sets of variables in the last term, and
diagonalize H, by making a Bogoliubov transformation which will express
αi, βi in terms of a canonical set qi, pi as


α1

α2

β1

β2


 = coshλ



q1
q2
p1

p2


 + sinhλ



p2

p1

q2
q1


 . (3.65)

The Hamiltonian can be diagonalized by the choice

tanh 2λ = − 2ql
1 + ω2l4 + q2l2

(3.66)

and is given by

H =
1
2
[
Ω+ (p2

1 + q2
1) +Ω−(p2

2 + q2
2)
]

(3.67)

with
Ω± =

1
2

√
(ω2θ −B)2 + 4ω2 ± 1

2
(ω2θ +B) . (3.68)

From (3.67), we see that the problem is equivalent to that of two harmonic
oscillators with frequencies Ω+ and Ω−.

The case of B > 1/θ can be treated in a similar way. We again have two
oscillators, with the Hamiltonian (3.67), but with frequencies given as

Ω± = ±1
2

√
(ω2θ −B)2 + 4ω2 +

1
2
(ω2θ +B) . (3.69)

Notice that Bθ = 1 is a special value, for both regions of B, with one of
the frequencies becoming zero. The symplectic two-form which leads to the
commutation rules (3.59) is given by

Ω =
1

1 −Bθ
(dP1 dX1 + dP2 dX2 + θdP1 dP2 +BdX1 dX2) (3.70)

The phase space volume is given by

dµ =
1

|1 −Bθ| d2Xd2P . (3.71)

A semiclassical estimate of the number of states is given by the volume divided
by (2π)2. The formula (3.71) shows that the density of states diverges at
Bθ = 1, again indicating that it is a special value.

The Landau problem on the fuzzy sphere can be formulated in a similar
way. On the sphere, the translation operators are the angular momenta Ji and
the algebra of observables is given by

[Xi,Xj ] = 0
[Ji,Xj ] = iεijkXk

[Ji, Jj ] = iεijkJk .

(3.72)
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X2 commutes with all operators and its value can be fixed to be a2, where a
is the radius of the sphere. The other Casimir operator is X · J ; its value is
written as −a(n/2), where n must be an integer and gives the strength of the
magnetic field; it is the charge of the monopole at the center of the sphere (if
we think of it as being embedded in R3).

For the fuzzy case, the coordinates themselves are noncommuting and are
given, up to normalization, by SU(2) operators Ri as Xi = aRi/

√
C2. The

algebra of observables becomes

[Ri, Rj ] = iεijkRk

[Ji, Rj ] = iεijkRk

[Ji, Jj ] = iεijkJk .

(3.73)

The Casimir operators are now R2 and R · J − 1
2J

2, the latter being related
to the strength of the magnetic field. The algebra (3.73) can be realized by
two independent SU(2) algebras {Ri} and {Ki}, with Ji = Ri +Ki. The two
Casimirs are now R2 and K2, which we fix to the values r(r+1) and k(k+1),
r, k being positive half-integers. The difference k − r = n/2. The limit of the
smooth sphere is thus obtained by taking k, r → ∞, with k − r fixed. As the
generalization of P 2/2m, we take the Hamiltonian as

H =
γ

2a2
J2 , (3.74)

where γ is some constant. The spectrum of the Hamiltonian is now easily
calculated as

E =
γ

2a2
j(j + 1) , j =

|n|
2
,
|n|
2

+ 1, . . . , j + k . (3.75)

From the commutation rule for the coordinates Xi = aRi/
√
r(r + 1), we may

identify the noncommutativity parameter as θ ≈ a2/r, for large r. The limit
of this problem to the noncommutative plane can be obtained by taking r
large, but keeping θ fixed. Naturally, this will require a large radius for the
sphere. The strength of the magnetic field in the plane is related to n by
(1 − Bθ)n = 2Ba2. For more details, see [13]; also the Landau problem on
general noncommutative Riemann surfaces has been analyzed, see [15].

3.5 Lowest Landau Level and Fuzzy Spaces

There is an interesting connection between the Landau problem on a smooth
manifold M and the construction of the fuzzy version of M ; we shall explain
this now.

The splitting of Landau levels is controlled by the magnetic field and, if the
field is sufficiently strong, transitions between levels are suppressed and the
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dynamics is restricted to one level, say, the lowest. The observables are given
as hermitian operators on this subspace of the Hilbert space corresponding to
the lowest Landau level; they can be obtained by projecting the full operators
to this subspace. The commutation rules can change due to this projection.
The position coordinates, for example, when projected to the lowest Landau
level (or any other level), are no longer mutually commuting. The dynamics
restricted to the lowest Landau level is thus dynamics on a noncommutative
space. In fact, the Hilbert (sub)space of the lowest Landau level can be taken
as the Hilbert space HN used to define the fuzzy version of M . Thus the
solution of the Landau problem on smooth M gives a construction of the
fuzzy version of M .

We can see how this is realized explicitly by analyzing the two-sphere [16].
Since S2 = SU(2)/U(1), the wave functions can be obtained in terms of
functions on the group SU(2), i.e., in terms of the Wigner functions D(j)

rs (g).
We need two derivative operators which can be taken as two of the right
translations of g, say, R± = R1 ± iR2. With the correct dimensions, the
covariant derivatives can be written as

D± = i
R±
a

. (3.76)

The SU(2) commutation rule
[
R+, R−

]
= 2R3, shows that the covariant

derivatives do not commute and we may identify the value of R3 as the field
strength. In fact, comparing this commutation rule to [D+,D−] = 2B, we
see that R3 should be taken to be −(n/2), where n is the monopole number,
n = 2Ba2. Thus, the wave functions on S2 with the magnetic field background
are of the form Ψm ∼ D(j)

m,−n
2
(g).

The one-particle Hamiltonian is given by

H = − 1
4µ
(
D+D− +D−D+

)
=

1
2µa2

(
3∑

A=1

R2
A −R2

3

)
, (3.77)

where µ is the particle mass. The eigenvalue −n
2 must occur as one of the

possible values for R3, so that we can form D(j)
m,−n

2
(g). This means that j

should be of the form j = |n|
2 +q, q = 0, 1, . . . . Since R2 = j(j+1), the energy

eigenvalues are easily obtained as

Eq =
1

2µa2

[(n
2

+ q
)(n

2
+ q + 1

)
− n2

4

]
=

B

2µ
(2q + 1) +

q(q + 1)
2µa2

. (3.78)

The integer q is the Landau level index, q = 0 being the lowest energy state
or the ground state. The gap between levels increases as B increases, and, in
the limit of large magnetic fields, it is meaningful to restrict dynamics to one
level, say the lowest, if the available excitation energies are small compared
to B/2µ. In this case, j = |n|

2 , R3 = −n
2 , so that we have the lowest weight
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state for the right action of SU(2), taking n to be positive. The condition for
the lowest Landau level is R−Ψ = 0.

The Hilbert space of the lowest Landau level is spanned by Ψm ∼ D( n
2 )

m,−n
2
.

Notice that this is exactly the Hilbert space for fuzzy S2. Hence, all observables
for the lowest Landau level correspond to the observables of the fuzzy S2.

This correspondence can be extended to the Landau problem on other
spaces, say, CPk with a U(1) background field, for example. The background
field specifies the choice of the representation of Ta and Tk+2k, the U(k) sub-
algebra of SU(k+1), in the Wigner D-functions. For zero SU(k) background
field, TaΨ = 0 and the eigenvalue of Tk2+2k gives the magnetic field, which
must obey appropriate quantization conditions. In fact, we get the (3.25) and
the Hilbert subspace of the lowest Landau level is the same as the Hilbert
space HN used for the construction of fuzzy CPk [6, 8].

The lowest Landau level wave functions are holomorphic, except possibly
for a common prefactor, which has to do with the inner product. This is also
seen from (3.20). In fact, the condition (3.29), namely, R−iΨ = 0, which selects
the lowest level, are the holomorphicity conditions. The higher levels are not
necessarily holomorphic. This will be useful later in writing the Yang–Mills
amplitudes in terms of a Landau problem on CP1 = S2.

3.6 Twistors, Supertwistors

3.6.1 The Basic Idea of Twistors

The idea of twistors is due to Roger Penrose, many years ago, in 1967 [17].
There are many related ways of thinking about twistors, but a simple ap-
proach is in terms of constructing solutions to massless wave equations or
their Euclidean counterparts.

We start by considering the two-dimensional Laplace equation, which may
be written in complex coordinates as

∂ ∂̄ f = 0 , (3.79)

where z = x1 + ix2. The solution is then obvious, f(x) = h(z) + g(z̄), where
h(z) is a holomorphic function of z and g(z̄) is antiholomorphic. For a given
physical problem such as electrostatics or two-dimensional hydrodynamics,
we then have to simply guess the holomorphic function with the required
singularity structure. Further, the problem has conformal invariance and one
can use the techniques of conformal mapping to simplify the problem.

We now ask the question: Can we do an analogous trick to find solutions
of the four-dimensional problem, say, the Dirac or Laplace equations on S4?
Clearly, this is not so simple as in two dimensions, there are some complica-
tions. First of all, S4 does not admit a complex structure. Even if we consider
R4, which is topologically equivalent to S4 with a point removed, there is no
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natural choice of complex coordinates. We can, for example, combine the four
coordinates into two complex ones as in(

z1
z2

)
=
(
x1 + ix2

x3 + ix4

)
. (3.80)

Equally well we could have considered(
z′1
z′2

)
=
(
x1 + ix3

x2 + ix4

)
(3.81)

or, in fact, an infinity of other choices. Notice that any particular choice
will destroy the overall O(4)-symmetry of the problem. We may now ask:
How many inequivalent choices can be made, subject to, say, preserving x2 =
z̄1z1 + z̄2z2? Given one choice, as in (3.80), we can do an O(4) rotation of xµ

which will generate other possible complex combinations with the same value
of x2. However, if we do a U(2)-transformation of (z1, z2), this gives us a new
combination of the z’s preserving holomorphicity. In particular, a holomorphic
function of the zi will remain a holomorphic function after a U(2) rotation.
Thus, the number of inequivalent choices of local complex structure is given
by O(4)/U(2) = S2 = CP1. The idea now is to consider S4 with the set of
all possible local complex structures at each point, in other words, a CP1

bundle over S4. This bundle is CP3. The case of R4 is similar to considering
a neighborhood of S4.

An explicit realization of this is as follows. We represent CP1 by a two-
spinor UA, A = 1, 2, with the identification UA ∼ λUA, where λ ∈ C − {0}.
We now take a four-spinor with complex element Zα, α = 1, 2, 3, 4, and write
it as Zα = (WȦ, U

A), where UA describes CP1 as above. The relation between
WȦ and UA is taken as

WȦ = xȦA UA (3.82)

xȦA defined by this equation may be taken as the local coordinates on S4.
We can even write this out as

xȦA =
(

x4 + ix3 x2 + ix1

−x2 + ix1 x4 − ix3

)
= xµe

µ (3.83)

where ei = σi are the Pauli matrices and e4 = 1, so that xµ are the usual
coordinates. One can read (3.82) in another way, namely, as combining the x’s
into complex combinations W1 and W2, in a manner specified by the choice of
UA. Thus a point on CP1, namely, a choice of UA, gives a specific combination
of complex coordinates.

We have the identification Zα ∼ λZα, which follows from UA ∼ λUA and
the definition of xȦA as in (3.82). This means that Zα define CP3. Further
the indices Ȧ, A correspond to SU(2) spinor indices, right and left, in the
splitting O(4) ∼ SUL(2) × SUR(2). Zα are called twistors.

Given the above-described structure, there is a way of constructing solu-
tions to massless wave equations (or their Euclidean versions), in terms of



3 Noncommutative Mechanics, Landau Levels, Twistors 117

holomorphic functions defined on a neighborhood of CP3. Evidently, preserv-
ing theO(4) symmetry requires some sort of integration over all U ’s, consistent
with holomorphicity. There is a unique holomorphic differential we can make
out of the U ’s which is O(4) invariant, namely, U ·dU = εABU

AdUB. We will
now do a contour integration of holomorphic functions using this. Let f(Z)
be a holomorphic function of Zα defined on some region in twistor space. We
can then construct the contour integral

f̃A1A2···An(x) =
∮

C

U · dU UA1UA2 · · ·UAn f(Z) . (3.84)

For this to make sense on a neighborhood of CP3, f(Z) should have degree
of homogeneity −n − 2, so that the integrand is invariant under the scaling
Zα → λZα, UA → λUA, and thus projects down to a proper differential on
CP3. The contour C will be taken to enclose some of the poles of the function
f(Z). Since we write WȦ = xȦAU

A, after integration, we are left with a
function of the x’s; f̃ is a function of the S4 or R4 coordinates; it is also a
multispinor of SUL(2).

Consider now the action of the chiral Dirac operator on this, namely,
εCA1∇ḂC f̃A1A2···An . Since xµ appear in f(Z) only via the combination
xȦAU

A, we can write

εCA1∇ḂC f̃A1A2···An = εCA1

∮
C

U · dU UA1UA2 · · ·UAn ∇ḂCf(Z)

= εCA1

∮
C

U · dU UA1UA2 · · ·UAn UC ∂f(Z)
∂WḂ

= 0 (3.85)

since εCA1U
CUA1 = 0 by antisymmetry. Thus, f̃A1A2···An(x) is a solution to

the chiral Dirac equation in four dimensions.
In a similar way, one can define

g̃Ȧ1Ȧ2···Ȧn(x) =
∮

C

U · dU ∂

∂WȦ1

∂

∂WȦ1

· · · ∂

∂WȦ1

g(Z) , (3.86)

where g(Z) has degree of homogeneity equal to n− 2. It is then easy to check
that

εḂȦ1
∇BḂ g̃Ȧ1Ȧ2···Ȧn = 0 . (3.87)

The two sets of functions, f̃A1A2···An(x) and g̃Ȧ1Ȧ2···Ȧn(x), give a com-
plete set of solutions to the chiral Dirac equation in four dimensions. This
is essentially Penrose’s theorem, for this case. (The theorem is more general,
applicable to other manifolds which admit twistor constructions.) The map-
ping between holomorphic functions in twistor space and massless fields in
space-time is known as the Penrose transform. (Strictly speaking, we are not
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concerned with holomorphic functions. They are holomorphic in some neigh-
borhood in twistor space, and further, they are not really defined on CP3,
since they have nontrivial degree of homogeneity. The proper mathematical
characterization would be as sections of holomorphic sheaves of appropriate
degree of homogeneity.)

3.6.2 An Explicit Example

As an explicit example of the Penrose transform, consider the holomorphic
function

f(Z) =
1

a ·W b ·W c · U , (3.88)

where a ·W = aȦxȦAU
A ≡ U1w2 −U2w1, b ·W = bȦxȦAU

A ≡ U1v2 −U2v1.
Defining z = U2/U1, we find, for the Penrose integral,

ψA =
∮

U · dU uA

a ·W b ·W c · U

=
∮

dz
UA

U1

1
(w2 − zw1)(v2 − zv1)c2 − zc1)

. (3.89)

Taking the contour to enclose the pole at w2/w1, we find

ψA = εAB aȦxȦB

x2w · c
1

a · b

= εAB aȦxȦB

x2(axc)
1

a · b , (3.90)

where axc = aȦxȦAc
A. (We take a · b �= 0.) One can check directly that this

obeys the equation
∇ȦAψ

A = 0 . (3.91)

3.6.3 Conformal Transformations

There is a natural action of conformal transformations on twistors. We can
consider Zα as a four-spinor of SU(4), the latter acting as linear transforma-
tions on Zα, explicitly given by

Zα −→ Z ′α = (gZ)α = gα
β Zβ , (3.92)

where g ∈ SU(4). The generators of infinitesimal SU(4) transformations are
thus given by

Lα
β = Zα ∂

∂Zβ
− 1

4
δα

β

(
Zγ ∂

∂Zγ

)
. (3.93)

This may be split into different types of transformations as follows.
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JAB = UA
∂

∂UB
+ UB

∂

∂UA
SUL(2)

JȦḂ = UȦ

∂

∂U Ḃ
+ UḂ

∂

∂U Ȧ
SUR(2)

PAȦ = UA ∂

∂WȦ

Translation

KȦA = WȦ

∂

∂UA
Special conformal transformation (3.94)

D = WȦ

∂

∂WȦ

− UA ∂

∂UA
Dilatation ,

where we have also indicated the interpretation of each type of generators.
We see that the SU(4) group is indeed the Euclidean conformal group; it is
realized in a linear and homogeneous fashion on the twistor variables Zα. At
the level of the purely holomorphic transformations, one can also choose the
Minkowski signature, where upon the transformations given above become
conformal transformations in Minkowski space, forming the group SU(2, 2).

3.6.4 Supertwistors

One can generalize the twistor space to an N -extended supertwistor space
by adding fermionic or Grassman coordinates ξi, i = 1, 2, . . . ,N ; thus, super-
twistor space is parameterized by (Zα, ξi), with the identification Zα ∼ λZα,
ξi ∼ λξi, where λ is any nonzero complex number [18]. λ is bosonic, so only
one of the bosonic dimensions is removed by this identification. Thus, the
supertwistor space is CP3|N .

The case of N = 4 is special. In this case, one can form a top-rank holo-
morphic form on the supertwistor space; it is given by

Ω =
1
4!
εαβγδZ

α dZβ dZγ dZδ dξ1 dξ2 dξ3 dξ4 . (3.95)

Notice that the bosonic part gets a factor of λ4 under the transformation
Zα → λZα, ξi ∼ λξi, while the fermionic part has a factor of λ−4. Ω is
thus invariant under such scalings and becomes a differential form on the
supermanifold CP3|4.

At this point, it is worth recalling the Calabi–Yau theorem [19].
Theorem. For a given complex structure and Kähler class on a Kähler man-
ifold, there exists a unique Ricci flat metric if and only if the first Chern class
of the manifold vanishes or if and only if there is a globally defined top-rank
holomorphic form on the manifold.
This is for an ordinary manifold. For the supersymmetric case, we will define
a Calabi–Yau supermanifold as one which admits a globally defined top-rank
holomorphic differential form [20]. Whether such spaces admit a generalization
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of the Calabi–Yau theorem is not known. (For N = 1 spaces, a counterexample
is known. However, super-Ricci flatness may follow from the vanishing of the
first Chern class for N ≥ 2 [21].)

3.6.5 Lines in Twistor Space

Holomorphic lines in twistor space will turn out to be important for the con-
struction of Yang–Mills amplitudes. First, we will consider a holomorphic
straight line, or a curve of degree one, in twistor space, giving the generaliza-
tion to supertwistor space later. Since CP3 has three complex dimensions, we
need two complex conditions to reduce to a line in twistor space. Thus, we
can specify a line in twistor space as the solution set of the equations

AαZ
α = 0 , BαZ

α = 0 , (3.96)

where Aα, Bα are constant twistors which specify the placement of the line
in twistor space. These equations can be combined as

ai
AU

A + bi
Ȧ
W Ȧ = 0 , (3.97)

where Aα = (a1
A, b

1
Ȧ
), Bα = (a2

A, b
2
Ȧ
). a, b can be considered as (2 × 2)-

matrices; det a and det b may both be nonzero, but both cannot be zero si-
multaneously, since (3.96) are then not sufficient to reduce to a line. We will
take det b �= 0 in the following. (The arguments presented will go through with
appropriate relabelings if det b = 0, but det a �= 0.) In this case, b is invertible
and we can solve the (3.97) by

WȦ = −(b−1a)ȦAU
A

≡ xȦAU
A . (3.98)

This shows that the condition (3.82) identifying the space-time coordinates
may be taken as defining a line in twistor space. In fact, here, xȦA specify
the placement and orientation of the line in twistor space, in other words,
they are the moduli of the line. We see that the moduli space of straight lines
(degree-one curves) in twistor space is space-time.

There is another way to write (3.98). Recall that a line in a real space M
can be defined as a mapping of the interval [0, 1] into the space M , L : [0, 1] →
M . We can do a similar construction for the complex case. We will define an
abstract CP1 space by a two-spinor ua with the identification ua ∼ ρua for
any nonzero complex number ρ. Then we can regard a holomorphic line in
twistor space as a map CP1 → CP3, realized explicitly as

UA = (a−1)A
a u

a, WȦ = (b−1)Ȧau
a . (3.99)

One can do SL(2,C) transformations on the coordinates ua of CP1; using
this freedom, we can set a = 1, or equivalently,
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UA = uA, WȦ = xȦAu
A . (3.100)

This is identical to (3.98).
The generalization of this to supertwistor space is now obvious. We will

consider a map of CP1 to the supertwistor space CP3|4, given explicitly by

UA = uA, WȦ = xȦAu
A

ξα = θα
Au

A . (3.101)

We have the fermionic moduli θα
A in addition to the bosonic ones xȦA.

The construction of curves of higher degree can be done along similar lines.
A curve of degree d is given by

Zα =
∑
{a}

aα
a1a2···ad

ua1ua2 · · ·uad

ξα =
∑
{a}

γα
a1a2···ad

ua1ua2 · · ·uad . (3.102)

The coefficients aα
a1a2···ad

, γα
a1a2···ad

give the moduli of the curve. One can use
SL(2,C) to set three of the coefficients to fixed values.

Given that each index a takes values 1, 2, and the fact that the coefficients
are symmetric in a1, a2, . . . , an, we see that there are 4(d + 1) bosonic and
fermionic coefficients. The identification of ua and ρua and Z ∼ λZ, ξ ∼ λξ
tells us that we can remove an overall scale degree of freedom. In other words,
for the moduli, we have the identification,

aα
a1a2···ad

∼ λ aα
a1a2···ad

γα
a1a2···ad

∼ λ γα
a1a2···ad

(3.103)

for λ ∈ C − {0}. Thus, the moduli space of the curves may be taken as
CP4d+3|4d+4. For the expressions of interest, as we shall see later, there is an
overall SL(2,C) invariance, and hence three of the bosonic parameters can
be fixed to arbitrarily chosen values.

3.7 Yang–Mills Amplitudes and Twistors

3.7.1 Why Twistors Are Useful

In this section, we will start our discussion of the twistor approach to ampli-
tudes in Yang–Mills theory [22, 23], or multigluon scattering amplitudes, as
they are often referred to.

We begin with the question of why the calculation of multigluon ampli-
tudes is interesting. One of the motivations in seeking a twistor string theory
was to obtain a weak coupling version of the standard duality between string
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theory on anti-de Sitter space and N = 4 supersymmetric Yang–Mills the-
ory [23]. However, developments in the subject over the last year or so have
focused on, and yielded, many interesting results on the calculation of the
scattering amplitudes themselves, so we shall concentrate on this aspect of
twistors [24]. Scattering amplitudes in any gauge theory are not only interest-
ing in a general sense of helping to clarify a complicated interacting theory,
but also there is a genuine need for them from a very practical point of view.
This point can be illustrated by taking the experimental determination of
the strong coupling constant as an example. We quote three values from the
Particle Data Group based on three different processes.

αs = 0.116 + 0.003 (expt.) ± 0.003 (theory)
− 0.005

= 0.120 ± 0.002 (expt.) ± 0.004 (theory)
= 0.1224 ± 0.002 (expt.) ± 0.005 (theory) .

(3.104)

These values are for the momentum scale corresponding to the mass of the
Z-boson, namely, αs(MZ); they are based on the Bjorken spin sum rule, jet
rates in e-p collisions and the photoproduction of two or more jets, respec-
tively. Notice that the theoretical uncertainty is comparable to, or exceeds,
the experimental errors. The major part of this comes from lack of theoretical
calculations (to the order required) for the processes from which this value
is extracted. Small as it may seem, this uncertainty can affect the hadronic
background analysis at the Large Hadron Collider (currently being built at
CERN), for instance. The relative signal strength for processes of interest,
such as the search for the Higgs particle, can be improved if this uncertainty
is reduced. This can also affect the estimate of the grand unification scale and
theoretical issues related to it.

One could then ask the question: Since we know the basic vertices involved,
and these are ultimately perturbative calculations, why not just do the cal-
culations, to whatever order is required? Unfortunately, the direct calculation
of the amplitudes is very, very difficult since there are large numbers, of the
order of millions, of Feynman diagrams involved. (It is easy to see that the
number of diagrams involved increases worse than factorially as the number
of external lines increases.) Twistors provide a way to improve the situation.

A natural next question is then: What can twistors do, what has been
accomplished so far? The progress so far may be summarized as follows.

1. It has been possible to write down a formula for all the tree-level amplitudes
in N = 4 supersymmetric Yang–Mills theory [25, 26]. Being at the tree level,
this formula applies to the tree amplitudes of the nonsupersymmetric Yang–
Mills theory as well. The formula reduces the calculation to the evaluation
of the zeros of a number of polynomial equations and the evaluation of an
integral. A certain analogy with instantons might be helpful in explaining
the nature of this formula. To find the instanton field configurations, one
must solve the self-duality conditions which are a set of coupled first-order
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differential equations. However, the ADHM procedure reduces this to an
algebraic problem, namely, of solving a set of matrix equations, which lead
to the construction of the appropriate holomorphic vector bundles. This
algebraic problem is still difficult for large instanton numbers, nevertheless,
an algebraicization has been achieved. In a similar way, the formula for
the tree amplitudes replaces the evaluation of large numbers of Feynman
diagrams, or an equivalent functional integral, by an ordinary integral whose
evaluation requires the solution of some polynomial equations. This may
still be difficult for cases with large numbers of negative helicity gluons;
nevertheless, it is a dramatic simplification.

2. At the one-loop level, a similar formula has been obtained for all the so-
called maximally helicity violating (MHV) amplitudes [27]. A number of
results for next-to-MHV amplitudes have been obtained [28].

3. A set of new diagrammatic rules based on the MHV vertices has been devel-
oped [29]. Also, new types of recursion rules have been developed [30]. These
are promising new directions for perturbative analysis of a field theory.

4. Twistor-inspired techniques have been used for some processes involving
massive particles, particularly for the electroweak calculations [16].

3.7.2 The MHV Amplitudes

We will begin with a discussion of the maximally helicity violating (MHV)
amplitudes. These refer to n gluon scattering amplitudes with n−2 gluons
of positive helicity and 2 gluons of negative helicity. With n gluons, n−2 is
the maximum number of positive helicity possible by conservation laws and
such amplitudes are often referred to as the MHV amplitudes. The analysis
of these amplitudes will lead the way to the generalization for all amplitudes.

The gluons are massless and have momenta pµ which obey the condition
p2 = 0; i.e., pµ is a null vector. Using the identity and the Pauli matrices, we
can write the four-vector pµ as a 2 × 2-matrix

pA
Ȧ

= (σµ)A
Ȧ
pµ =

(
p0 + p3 p1 − ip2

p1 + ip2 p0 − p3

)
(3.105)

This matrix has a zero eigenvalue and, using this fact, we can see that it can
be written as

pA
Ȧ

= πAπ̄Ȧ (3.106)

There is a phase ambiguity in the definition of π, π̄; π′ = eiθπ, π̄′ = e−iθπ̄ give
the same momentum vector pµ. Thus, physical results should be independent
of this phase transformation. For a particular choice of this phase, an explicit
realization of π, π̄ is given by

π =
1√

p0 − p3

(
p1 − ip2

p0 − p3

)
, π̄ =

1√
p0 − p3

(
p1 + ip2

p0 − p3

)
(3.107)
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The fact that pµ is real gives a condition between π and π̄, which may be taken
as π̄Ȧ = (πA)∗. We see that, for the momentum for each massless particle, we
can associate a spinor momentum π.

There is a natural action of the Lorentz group SL(2,C) on the dotted and
undotted indices, given by

πA → π′A = (gπ)A, π̄Ȧ → π̄′
Ȧ

= (g∗π̄)Ȧ , (3.108)

where g ∈ SL(2,C). The scalar product which preserves this symmetry is
given by 〈12〉 = π1 · π2 = εABπ

A
1 π

B
2 , [12] = εȦḂπ̄1Ȧπ̄2Ḃ . At the level of

vectors, this corresponds to the Minkowski product; i.e., ηµνp1µp2ν = p1 ·p2 =
〈12〉[12]. Because of the ε-tensor, 〈11〉 = 0 and the factorization (3.106) is
consistent with p2 = 0. (More generally, 〈12〉 = 0 and [12] = 0 if π1 and π2

are proportional to each other.) The scattering amplitudes can be simplified
considerably when expressed in terms of these invariant spinor products. We
will also define raising and lowering of the spinorial indices using the ε-tensor.

It is also useful to specify the polarization states of the gluons by helicity.
The polarization vector εµ may then be written as

εµ → εA
Ȧ

= (σµ)A
Ȧ
εµ =



λAπ̄Ȧ/π · λ +1 helicity

πAλ̄Ȧ/π̄ · λ̄ −1 helicity
(3.109)

The spinor (λA, λ̄Ȧ) characterizes the choice of helicity.
We can now state the MHV amplitude for scattering of n gluons, originally

obtained by Parke and Taylor [32]. They carried out the explicit calculation
of Feynman diagrams, for small values of n, using some supersymmetry tricks
for simplifications. Based on this, they guessed the general form of the ampli-
tude; this guess was proved by Berends and Giele by using recursion rules for
scattering amplitudes [32]. The results are the following:

A(1a1
+ , 2a2

+ , 3a3
+ , . . . , nan

+ ) = 0
A(1a1

− , 2a2
+ , 3a3

+ , . . . , nan
+ ) = 0

A(1a1
− , 2a2

− , 3a3
+ , . . . , nan

+ ) = ign−2(2π)4δ(p1 + p2 + . . .+ pn) M (3.110)
+noncyclic permutations

M(1a1
− , 2a2

− , 3a3
+ , . . . , nan

+ ) = 〈12〉4 Tr(ta1ta2 . . . tan)
〈12〉〈23〉 . . . 〈n− 1 n〉〈n1〉 .

The first nonvanishing amplitude with the maximum difference of helicities
has two negative helicity gluons and n − 2 positive helicity gluons. This is
what is usually called the MHV amplitude. In (3.110), g is the gauge coupling
constant. Notice that the amplitude M is cyclically symmetric in all the par-
ticle labels except for the prefactor 〈12〉4. The latter refers to the momenta of
the two negative helicity gluons. The summation over the noncyclic permuta-
tions makes the full amplitude symmetric in the gluon labels. We have taken
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all gluons as incoming. One can use the standard crossing symmetry to write
down the corresponding amplitudes, with appropriate change of helicities, if
some of the gluons are outgoing.

We will now carry out three steps of simplification of this result to bring
out the twistor connection.

The First Step: The Chiral Dirac Determinant on CP1

Consider the functional determinant of the Dirac operator of a chiral fermion
coupled to a gauge field Az̄ in two dimensions. By writing log detDz̄ =
Tr logDz̄ and expanding the logarithm, we find

Tr logDz̄ = Tr log(∂z̄ +Az̄)

= Tr log
(

1 +
1
∂z̄
Az̄

)
+ constant

=
∑

n

∫
d2x1

π

d2x2

π
· · · (−1)n+1

n

Tr[Az̄(1)Az̄(2) · · ·Az̄(n)]
z12z23 · · · zn−1 nzn1

,

(3.111)

where z12 = z1 − z2, etc. In writing this formula we have used the result
(

1
∂z̄

)
12

=
1

π(z1 − z2)
. (3.112)

We can regard the z’s as local coordinates on CP1. Recall that CP1 is
defined by two complex variables α and β, which may be regarded as a two-
spinor ua, u1 = α, u2 = β, with the identification ua ∼ ρua, ρ ∈ C−{0}. On
the coordinate patch with α �= 0, we take z = β/α as the local coordinate.
We can then write

z1 − z2 =
β1

α1
− β2

α2
=

β1α2 − β2α1

α1α2

=
εabu

a
1u

b
2

α1α2
=

u1 · u2

α1α2
(3.113)

Further, if we define α2Az̄ = Ā, (3.111) becomes

Tr logDz̄ = −
∑ 1

n

∫
Tr[Ā(1)Ā(2) · · · Ā(n)]

(u1 · u2)(u2 · u3) · · · (un · u1)
(3.114)

Notice that if ua is replaced by the spinor momentum πA, the denominator
is exactly what appears in (3.110). The factor of 1/n gets cancelled out be-
cause (3.114) generates all permutations which gives n times the sum over all
noncyclic permutations.
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The Second Step: The Helicity Factors

The denominator for the MHV amplitude can be related to the chiral Dirac
determinant as above. The factor 〈12〉4 can also be obtained if we introduce
supersymmetry. We take up this second step of simplification now.

The transformation (3.108) shows that the Lorentz generator for the π’s
is given by

JAB =
1
2

(
πA

∂

∂πB
+ πB

∂

∂πA

)
, (3.115)

where πA = εABπ
B . The spin operator is given by Sµ ∼ εµναβJ

ναpβ , where
Jµν is the full Lorentz generator. This works out to SAȦ = JA

Bπ
Bπ̄Ȧ = −pA

Ȧ
s,

identifying the helicity as

s = −1
2
πA ∂

∂πA
. (3.116)

Thus s is, up to a minus sign, half the degree of homogeneity in the π’s. If we
start with a positive helicity gluon, which would correspond to two negative
powers of the corresponding spinor momentum, then we should expect an
additional four factors of π for a negative helicity gluon. Notice that there are
two factors of spinor momenta in the denominator of the scattering amplitude
(3.110) for each positive helicity gluon; for the two negative helicity gluons,
because of the extra factor of 〈12〉4, the net result is two positive powers of π.

We now notice that if we have an anticommuting spinor θA,
∫

d2θ θAθB =
εAB , so that∫

d2θ (πθ)(π′θ) =
∫

d2θ (πAθA)(π′BθB) = π · π′ . (3.117)

We see that an N = 4 theory is what we need to get four such factors, so as
to get a term like 〈12〉4. Therefore, we define an N = 4 superfield

Āa(π, π̄) = aa
++ξαaa

α+
1
2
ξαξβaa

αβ+
1
3!
ξαξβξγεαβγδā

aδ+ξ1ξ2ξ3ξ4aa
− , (3.118)

where ξα = (πθ)α = πAθα
A, α = 1, 2, 3, 4. We can interpret aa

+ as the classical
version of the annihilation operator for a positive helicity gluon (whose gauge
charge is specified by the Lie algebra index a), aa

− as the annihilation operator
for a negative helicity gluon; aa

α, ā
aα correspond to four spin-1

2 particles and
aa

αβ correspond to six spin-zero particles. This is exactly the particle content
of N = 4 Yang–Mills theory.

We now choose the gauge potential in (3.114) to be given by

Ā = gtaĀa exp(ip · x) (3.119)

Using this in the chiral Dirac determinant (3.114), we construct the expression

Γ [a] =
1
g2

∫
d8θ d4x Tr logDz̄

]

ua→πA

. (3.120)



3 Noncommutative Mechanics, Landau Levels, Twistors 127

It is then clear that the MHV amplitude can be written as

A(1a1
− , 2a2

− , 3a3
+ , . . . , nan

+ )= i

[
δ

δaa1
− (p1)

δ

δaa2
− (p2)

δ

δaa3
+ (p3)

· · · δ

δaan
+ (pn)

Γ [a]
]

a=0

.

(3.121)

An alternate representation involves introducing a supersymmetric version
of the factor exp(ip · x) for the N = 4 supermultiplet. Consider the function

exp(iη · ξ) = 1 + iη · ξ +
1
2!
iη · ξ iη · ξ +

1
3!
iη · ξ iη · ξ iη · ξ

+
1
4!
iη · ξ iη · ξ iη · ξ iη · ξ , (3.122)

where η · ξ = ηαξ
α. Here, ηα are four Grassman variables. We may think of

them as characterizing the state of the external particles, specifically, their
helicity. (The state is thus specified by the spinor momentum π and η.) Since
each ξ carries one power of π, we see that we can associate the first term
with a positive helicity gluon, the last with a negative helicity gluon, and the
others with the superpartners of gluons, accordingly. We can then take

Ā = gtaφa exp(ip · x+ iη · ξ) . (3.123)

The scattering amplitudes are given by Γ [a] again, where, to get negative
helicity for particles labeled 1 and 2 we take the coefficient of the factor
η11η21η31η41η12η22η32η42, where the first subscript gives the component of η
and the second refers to the particle. We should also look at the term with n
factors of φa for the n-gluon amplitude.

The Third Step: Reduction to a Line in Twistor Space

The results (3.121)–(3.123) were known for a long time. The importance of
supertwistor space was also recognized [22]. (Some of the earlier developments,
with connections to the self-dual Yang–Mills theory, etc., can be traced from
[33].) Notice that with UA = uA, W = xu and ξ, alongwith the condition
πA = UA, we are close to the usual variables of supertwistor space. More
recently, Witten achieved enormous advances in this field by relating this
formula to twistor string theory and curves in twistor space [23]. To arrive at
this generalization, first of all, we notice that the amplitude is holomorphic
in the spinor momenta except for the exponential factor exp(ip · x). We can
rewrite this factor as follows.

exp(ip · x) = exp
(
i

2
π̄ȦxȦAπ

A

)

= exp
(
i

2
π̄ȦWȦ

)]

uA=πA

, (3.124)
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where WȦ = xȦAπ
A. The strategy is now to regard WȦ as a free variable,

interpreting the condition WȦ = xȦAu
A as the restriction to a line in twistor

space. We shall also use UA = uA, which is the other condition defining a line
in twistor space; see (3.100). We can then write
∫

dσ δ

(
π2

π1
− U2

U1

)
exp
(
i

2
π̄Ȧπ1WȦ

U1

)
= exp

(
i

2
π̄ȦxȦAπ

A

)
= exp(ip · x) ,

(3.125)
where σ = u2/u1, and we have used the restriction to the line WȦ = xȦAu

A,
UA = uA. The integration is along a line which contains the support of the
δ-function.

We can also treat ξ as an independent variable, interpreting the condition
ξα = θα

Au
A as part of the line in supertwistor space, as in (3.101). The ampli-

tude for n particle scattering, with particle momenta labeled by πA
i , π̄

Ȧ
i and

helicity factors ηαi, can then be written as

A = ign−2

∫
d4xd8θ

∫
dσ1 · · · dσn

Tr(ta1 · · · tan)
(σ1 − σ2)(σ2 − σ3) · · · (σn − σ1)

×
∏

i

δ

(
π2

i

π1
i

− U2(σi)
U1(σi)

)
exp
(
i

2
π̄Ȧ

i π
1
i

WȦ(σi)
U1(σi)

+ iπ1
i ηαi

ξα(σi)
U1(σi)

)

+noncyclic permutations , (3.126)

where the functions WȦ, U
A, ξα are given by

UA = uA, WȦ = xȦAu
A

ξα = θα
Au

A (3.127)

exactly as in (3.101). The variable σ is given by σ = u2/u1. Notice that the
overall factor of u1 in WȦ, U

A, ξα, cancels out in the formula (3.126).

3.7.3 Generalization to Other Helicities

The amplitude, in the form given in (3.126), shows a number of interesting
properties. First of all, the amplitude is entirely holomorphic in the twistor
variables Zα = (WȦ, U

A), ξα. It is also holomorphic in the variable σ or ua.
(It is not holomorphic in π since there is π̄ in the exponentials, but this is
immaterial for our arguments given below.) Secondly, the amplitude is invari-
ant under the scalings Zα → λZα, ξα → λξα, so that it is a properly defined
function on some neighborhood in the supertwistor space. Further, the ampli-
tude has support only on a curve of degree one in supertwistor space given by
(3.127). The moduli of this curve are given by xȦA and θα

A; there is integration
over all these in the amplitude.

We may interpret this as follows. We consider a holomorphic map CP1 →
CP3|4 which is of degree one. We pick n points σ1, σ2, . . . , σn and then evaluate
the integral in (3.126) over all σ’s and the moduli of the chosen curve.
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The generalization of the formula suggested by Witten is to use curves of
higher degree [23]. In fact, Witten argued, based on twistor string theory, that
one should consider curves of degree d and genus g, with

d = q − 1 + l, g ≤ l (3.128)

for l-loop Yang–Mills amplitudes with q gluons of negative helicity. This gen-
eralization has been checked for various cases as mentioned before. For the
tree amplitudes, the generalized formula reads [23, 25]

A = ign−2

∫
dµ
∫

dσ1 · · · dσn
Tr(ta1 · · · tan)

(σ1 − σ2)(σ2 − σ3) · · · (σn − σ1)

×
∏

i

δ

(
π2

i

π1
i

− U2(σi)
U1(σi)

)
exp
(
i

2
π̄Ȧ

i π
1
i

WȦ(σi)
U1(σi)

+ iπ1
i ηαi

ξα(σi)
U1(σi)

)

+noncyclic permutations , (3.129)

where the curves of degree d are

WȦ(σ) = (u1)d
d∑
0

bȦkσ
k, UA(σ) = (u1)d

d∑
0

aA
k σ

k

ξα(σ) = (u1)d
d∑
0

γα
k σ

k . (3.130)

This is exactly as in (3.102). The measure of integration for the moduli in
(3.129) is given by

dµ =
d2d+2a d2d+2b d4d+4γ

vol[GL(2,C)]
. (3.131)

The division by the volume of GL(2,C) arises as follows. There is an over-
all scale invariance for the integrand in (3.129), which means that we can
remove one complex scale factor, corresponding to the moduli space being
CP4d+3|4d+4. The integrand is also holomorphic in σ and so has invariance
under the SL(2,C) transformations ua → u′a = (gu)a where g is a (2 × 2)-
matrix with unit determinant, or an element of SL(2,C). We must remove
this factor to get an integral which does not diverge.

The actual evaluation of the integral can still be quite involved. One has
to identify the zeros of the functions U2(σ)/U1(σ) to integrate over the δ-
functions. This can be difficult to do explicitly for arbitrary values of the
moduli. This is then followed by the integration over the moduli. Nevertheless,
the formulae (3.129), (3.130) constitute a significant achievement. They reduce
the problem of amplitude calculations in the gauge theory to an ordinary,
multidimensional integral. As mentioned at the beginning of this section, this
reduction has a status somewhat similar to what the ADHM construction has
achieved for instantons.
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Another important qualification about the formula (3.129) is that the in-
tegrals have to be defined by a continuation to real variables. The space-time
signature has to be chosen to be (− − ++) to be compatible with this. One
has to carry out the analytic continuation after the integrals are done.

The justification for the generalization embodied in (3.129) comes from
twistor string theory. We shall now briefly review this connection following
Witten’s construction of twistor string theory [23]; there is an alternative
string theory proposed by Berkovits which can also be used [34]. Some of the
structure of the latter will be used in Sect. 3.9.

3.8 Twistor String Theory

As mentioned in Sect. 3.6, supertwistor space CP3|4 is a Calabi–Yau space.
This allows the construction of a topological B-model with CP3|4 as the target
space. In this theory, one considers open strings which end on D5-branes, with
the condition ξ̄ = 0. The gauge fields which characterize the dynamics of the
ends of the open strings is then a potential Ā(Z, Z̄, ξ) which can be checked
to have the same content as the N = 4 gauge theory. An effective action for
the topological sector can be written down; it is given by

I =
1
2

∫
Y

Ω ∧ Tr
(
Ā ∂̄ Ā +

2
3
Ā3

)
. (3.132)

Here Y is a submanifold of CP3|4 with ξ̄ = 0. To linear order in the fields,
the equations of motion for (3.132) correspond to ∂̄Ā = 0. Thus, the fields
are holomorphic in the Z’s and, via the Penrose transform, they correspond
to massless fields in ordinary space-time. Including the nonlinear terms, one
can ask for an action in terms of the fields in space-time which is equivalent
to (3.132). This is given by

I =
∫

Tr
[
GABFAB + χ̄AαDAȦχ

Ȧ
α + · · ·

]
, (3.133)

where GAB is a self-dual field, FAB is the self-dual part of the usual field
strength Fµν of an ordinary gauge potential, χ, χ̄ are fermionic fields, etc. In
terms of helicities GAB corresponds to −1, the nonvanishing field strength
FȦḂ corresponds to +1 and so on. The action (3.133) cannot generate ampli-
tudes with arbitrary number of negative helicity gluons; it is not the (super)-
Yang–Mills action either. The usual Yang–Mills term can be generated by the
effect of a D1-instanton, which can lead to a term of the form 1

2

∫
εG2, where

ε is related to the action for the instanton. Integrating out the G-field, we
then get a Yang–Mills term of the form

∫
F 2/4g2 with a Yang–Mills coupling

constant g2 ∼ ε. A term with q factors of G, corresponding to q particles
of helicity −1, will require q − 1 powers of ε. This corresponds to instanton
number q − 1 = d. Such D1-instantons are described by holomorphic curves
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of degree d. This is in agreement with the formula (3.128). This is the basic
argument, schematically, why we should expect curves of degree d to lead to
tree-level amplitudes in the N = 4 Yang–Mills theory.

We have not discussed amplitudes at the loop level yet. A similar approach
with curves of genus one has been verified at the one-loop level [27]. However,
the general formula in terms of higher genus curves has not been very useful
for actual computations. This is partially due to the complexity of the formula.
A more relevant reason is the emergence of new rules to calculate both tree
level and loop level amplitudes using a sewing procedure with the basic MHV
amplitudes as the vertices [29]. The MHV amplitudes have to be continued
off-shell for this reason. An off-shell extension has been proposed and used
in [29].

The one-loop amplitudes which emerge naturally are the amplitudes for
the N = 4 Yang–Mills theory. If the external (incoming and outgoing) par-
ticles are gluons, the superpartners can only occur in loops. As a result, at
the tree-level, one can get the amplitudes in the pure Yang–Mills theory with
no supersymmetry by restricting the external lines to be gluons. But at the
one-loop level all superpartners can contribute. While the one-loop amplitudes
for the N = 4 Yang–Mills theory are interesting in their own right, the cor-
responding amplitudes in the nonsupersymmetric theory are of even greater
interest, since they pertain to processes which are experimentally accessible.
It is not trivial to extract the nonsupersymmetric amplitudes from the N = 4
theory. One approach is to subtract out the contributions of the superpart-
ners. An alternative is to build up the one-loop amplitude from the unitarity
relation, using tree amplitudes. In principle, this can only yield the imaginary
part of the one-loop amplitude. (One could attempt to construct the real part
via dispersion relations. While this is usually ambiguous due to subtractions
needed for the dispersion integrals, the N = 4 theory, which is finite, is spe-
cial. There are relations among amplitudes which can be used for this theory.)
If one makes an ansatz for some off-shell extensions of the tree amplitudes,
one can obtain, via unitarity relations, some of the one-loop amplitudes in the
nonsupersymmetric theory as well. The off-shell extensions can be checked for
consistency in soft-gluon limits, etc., so they are fairly unambiguous. The re-
sults quoted in the beginning of Sect. 3.7 emerged from such analyses. Notice
that the state of the art here is a combination of rules emerging from the
twistor approach and unitarity relations and a bit of guess work. The new set
of recursion rules also has been very useful [30].

3.9 Landau Levels and Yang–Mills Amplitudes

3.9.1 The General Formula for Amplitudes

There is an interesting relationship between the amplitudes of the Yang–Mills
theory and the Landau problem or the problem of quantum Hall effect. (This
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is also related to Berkovits’ twistor string theory [34].) To see how this connec-
tion arises, we start by rewriting the formula (3.126) in more compact form
as follows. Define a one-particle wave function for the N = 4 supermultiplet
by

Φ(π, π̄, η)= δ

(
π2

π1
− U2(σ)
U1(σ)

)
exp
(
i

2
π̄Ȧπ1WȦ(σ)

U1(σ)
+iπ1ηα

ξα(σ)
U1(σ)

)

= δ(Π · Z(σ))
Z(σ) ·A
Π ·A exp

(
i

2
Π̄ · Z(σ) Π ·A

Z(σ) ·A +i
Π ·A

Z(σ) ·Aη · ξ(σ)
)
,

(3.134)

where we introduced the twistors,

Πα = (0, πA) = (0, 0, π1, π2), Aα = (0, 0, 1, 0) (3.135)

which gives Z · A = U1, Π · A = π1. Notice again that Φ is holomorphic
in the twistor variables (Z, ξ) and is invariant under the scaling Zα → λZα,
ξα → λξα. It is also invariant under the scaling of the twistor Aα. There is also
an obvious SU(4) or SU(2, 2) invariance, if we transform Aα as well. Thus,
the expression for Φ can be used with a more general choice of Aα than the
one given in (3.135). The twistor Aα plays the role of the reference momentum
which has been used in many discussions of scattering amplitudes; ultimately,
it drops out of the physical results due to conservation of momentum.

On the CP1 with the homogeneous coordinates ua, we define the holo-
morphic differential

(u du) ≡ u · du = εab u
adub = (u1)2 dσ . (3.136)

As a result we can write∫
dσ1 dσ2 · · · dσn

1
(σ1 − σ2)(σ2 − σ3) · · · (σn − σ1)

=
∫

(udu)1(udu)2 · · · (udu)n
1

(u1 · u2)(u2 · u3) · · · (un · u1)
(3.137)

Using the formulae (3.134), (3.137), we can write the amplitude (3.129) as

A =
∫

dµ
∫ ∏

i

(u du)iΦ(πi, π̄i, ηi)
Tr(ta1 · · · tan)

(u1 · u2)(u2 · u3) · · · (un · u1)

+noncyclic permutations. (3.138)

Finally, the denominators arise from the chiral Dirac determinant, so we can
also write this as

A=
∫

dµ
∫ ∏

i

(u du)iΦ(πi, π̄i, ηi)
(

δ

δĀa1(u1)
· · · δ

δĀan(un)

)
Tr logDz̄

]
Ā=0

.

(3.139)
This formula takes care of the permutations as well. The holomorphic curves
of degree d are as given in (3.102).
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3.9.2 A Field Theory on CP1

We now consider a field theory on CP1 or the two-sphere. The action is given
by

S =
∫

dµ(CP1)
[
q̄(∂̄ + Ā)q + Ȳ (D̄Q)

]
. (3.140)

Here, q and q̄ are standard fermionic fields, so that the first term is the chiral
Dirac action on CP1. These fields are analogous to what generates the extra
current algebra in Berkovits’ paper [34]. In the second term, Q stands for the
supertwistor variables (Zα, ξα). Ȳ is another field with values in twistor vari-
ables again. Thus, the second term corresponds to a two-dimensional action
with target space C4|4. Further, D̄ = ∂̄ + Ā, where Ā is a GL(1,C) gauge
field. This term has invariance under the scaling Q → λQ, Ȳ → λ−1Ȳ , with
the gauge transformation Ā → Ā − ∂̄ log λ. Since there are equal number of
fermions and bosons, the GL(1,C) transformation has no anomaly and the
use of the chiral action for the second term is consistent with this symmetry
at the quantum level.

We will consider the functional integral of e−S . The integration over the
fermions q, q̄ leads to an effective action Tr log D̄, and hence, the connected
correlator with n factors of Ā is given by

M =
∫

[dȲ dZ dĀ] exp
(
−
∫

Ȳ D̄Z

)

×
∫

d2σ1

π
· · · d2σn

π

Tr[Ā(1)Ā(2) · · · Ā(n)]
(σ1 − σ2)(σ2 − σ3) · · · (σn − σ1)

. (3.141)

We will now take Ā to be of the form Ā = ∂̄Φ. We can use this in (3.141)
and carry out the integration over dσ̄’s. Partial integration can produce δ-
functions like δ(2)(z1 − z2). If we exclude coincidence of points, which will
correspond to coincidence of external momenta in the context of multigluon
scattering, then these δ-functions have no support and the only contribution
is from the boundary. The correlator (3.141) then becomes

M =
∫

[dȲ dZ dĀ] exp
(
−
∫

Ȳ D̄Z

)

×
∮

dσ1

2πi
· · · dσn

2πi
Tr[Φ(1)Φ(2) · · ·Φ(n)]

(σ1 − σ2)(σ2 − σ3) · · · (σn − σ1)
. (3.142)

Using the result (3.137), we can rewrite this as

M =
∫

[dȲ dZ dĀ] exp
(
−
∫

Ȳ D̄Z

)

×
∮

(u · du)1
2πi

· · · (u · du)n

2πi
Tr[Φ(1)Φ(2) · · ·Φ(n)]

(u1 · u2)(u2 · u3) · · · (un · u1)
.

(3.143)
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We now turn to the integration over the gauge field Ā. There are nontrivial
U(1) bundles over S2 ∼ CP1, corresponding to Dirac monopoles. The same
result holds for GL(1,C). The space of gauge potentials then splits up into a
set of disconnected pieces, one for each monopole number. In each sector, we
can write Ā = Ād +δĀ, where Ād is a fixed configuration of monopole number
d and δĀ is a fluctuation (of zero monopole number). In two dimensions, we
can always write δĀ = ∂̄Θ for some complex function Θ on CP1. The measure
of integration splits up as [dĀ] = [dΘ] det ∂̄. The determinant can contribute
to the conformal anomaly, if we interpret this as the world-sheet formulation of
a string theory calculation. For us, thinking of this as a two-dimensional field
theory, this anomaly is not relevant. We can now eliminate Θ by absorbing
it into the definition of the fields. Φ will be chosen to be GL(1,C) gauge-
invariant, so this will not affect it. The integration over the fields Ā is thus
reduced to a summation over the different monopole numbers, with a fixed
representative background field Ād for each value of d.

For the integration over the twistor fields, we need a mode expansion. For
the sector with monopole number d, we can expand the fields as

Zα =
∑
{a}

aα
a1a2···ad

ua1ua2 · · ·uad + higher Landau levels

ξα =
∑
{a}

γα
a1a2···ad

ua1ua2 · · ·uad + higher Landau levels (3.144)

with similar expansions for Ȳ . The first set of terms correspond to the lowest
Landau level, the higher terms, which we have not displayed explicitly, cor-
respond to higher Landau levels. The wave functions (or mode functions) for
the lowest Landau level are holomorphic in the u’s, the higher levels involve
ū’s as well. The functional integration is now over the coefficients aα

a1a2···ad
,

γα
a1a2···ad

, etc. Notice that the zero modes define a holomorphic curve of de-
gree d in supertwistor space. Our choice of Φ will have no Ȳ , so, in integrating
over the nonzero modes, one cannot have any propagators or loops generated
by Ȳ − Z Wick contractions. As a result, the nonzero modes give only an
overall normalization factor. In any correlator involving only Z’s and ξ’s, we
can saturate the fields by the zero modes. Then, apart from constant factors,
the correlator (3.143) becomes

M =
∑

d

CdMd

Md =
∫

dµ(a, γ)
∮

(u · du)1
2πi

· · · (u · du)n

2πi
Tr[Φ(1)Φ(2) · · ·Φ(n)]

(u1 · u2)(u2 · u3) · · · (un · u1)
.

(3.145)

We now choose the Φ’s as given in (3.134), and the correlator (3.145)
becomes the multigluon amplitude given in (3.139), once we can show that
the integration over the moduli space is given by the invariant measure (3.131).
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To see how this arises, consider an SL(2,C) transformation of the coefficients
of the mode expansion given by

a′αa1a2···ad
= aα

b1b2···bd
gb1

a1
gb2

a2
· · · gbn

an

γ′αa1a2···ad
= γα

a1a2···ad
gb1

a1
gb2

a2
· · · gbn

an
, (3.146)

where g ∈ SL(2,C). If we use (a′, γ′), this is equivalent to using (a, γ) and
redefined u’s, u′a = ga

bu
b in Φ. Since u· du and scalar products like (u1 · u2)

are invariant under such transformations, we can change the variables u′ → u;
the integrand for the integration over the moduli (a, γ) is thus SL(2,C)-
invariant. We must therefore consider the measure (3.131) to obtain well-
defined correlators.

What we have shown is that there is a set of correlators in the two-
dimensional problem defined by (3.140) which can be calculated exactly, being
saturated by the lowest Landau levels, and which give the multigluon ampli-
tudes. The YM amplitudes are thus obtained as a set of “holomorphic” cor-
relators of the two-dimensional problem. The fermionic integration obviously
leads to an expression which is similar to the Laughlin wave function for the
ν = 1 quantum Hall state. If we consider just the value α = 1, the fermionic
integration has the form

∫
[dγ]

∏
i

γ1
a1a2···an

ua1
i · · ·uan

i ∼
∏
i<j

(ui · uj) . (3.147)

(With four sets of such terms for α = 1 to α = 4, we get the fourth power
of the r.h.s.) In some sense, we can interpret the integration over the bosonic
moduli as defining the bosonic version of the Laughlin wave function, since it
is related to the fermionic one by the natural supersymmetry of the expression
Φ in (3.134). Whether this Landau level point of view for the amplitudes can
lead to new insights into the YM problem is yet to be seen.
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Elements of (Super-)Hamiltonian Formalism

A. Nersessian

Artsakh State University, Stepanakert and Yerevan State University, Yerevan,
Armenia

Abstract. In these lectures we discuss some basic aspects of Hamiltonian formal-
ism, which usually do not appear in standard textbooks on classical mechanics for
physicists. We pay special attention to the procedure of Hamiltonian reduction il-
lustrating it by the examples related to Hopf maps. Then we briefly discuss the
supergeneralization(s) of the Hamiltonian formalism and present some simple mod-
els of supersymmetric mechanics on Kähler manifolds.

4.1 Introduction

The goal of these lectures is to convince the reader to construct the supersym-
metric mechanics within the Hamiltonian framework, or, at least, to combine
the superfield approach with the existing methods of Hamiltonian mechan-
ics. The standard approach to construct the supersymmetric mechanics with
more than two supercharges is the Lagrangian superfield approach. Surely,
superfield formalism is a quite powerful method for the construction of super-
symmetric theories. However, all superfield formalisms, being developed á pri-
ori for field theory, are convenient for the construction of the field-theoretical
models, which are covariant with respect to space-time coordinate transfor-
mations. However, the supermultiplets (i.e., the basic ingredients of superfield
formalisms) do not respect the transformations mixing field variables. On
the other hand, in supersymmetric mechanics these variables appear as spa-
tial coordinates. In other words, the superfield approach, being applied to
supersymmetric mechanics, provides us with a local construction of mechan-
ical models. Moreover, the obtained models need to be reformulated in the
Hamiltonian framework, for the subsequent quantization. In addition, many
of the numerous methods and statements in the Hamiltonian formalism could
be easily extended to supersymmetric systems and applied there. Indepen-
dently from the specific preferences, the “Hamiltonian view” of the existing
models of supersymmetric mechanics, which were built within the superfield
approach, could establish unexpected links between different supermultiplets
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(2006)
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and models. Finally, the superfield methods seem to be too general in the
context of simple mechanical systems.

For this reason, we tried to present some elements of Hamiltonian for-
malism, which do not usually appear in the standard textbooks on classical
mechanics, but appear to be useful in the context of supersymmetric mechan-
ics. We pay much attention to the procedure of Hamiltonian reduction, having
in mind that it could be used for the construction of the lower-dimensional
supersymmetric models from the existing higher-dimensional ones. Also, we
devote a special attention to the Hopf maps and Kähler spaces, which are
typical structures in supersymmetric systems. Indeed, to extend the num-
ber of supersymmetries (without extension of the fermionic degrees of free-
dom) we usually equip the configuration/phase space with complex structures
and restrict them to be Kähler, hyper-Kähler, quaternionic and so on, often
via a choice of the appropriate supermultiplets related to the real, complex,
quaternionic structures. We illustrated these matters by examples of Hamil-
tonian reductions related with Hopf maps, having in mind that they could be
straightforwardly applied to supersymmetric systems. Also, we included some
less known material related with Hopf fibrations. It concerns the generaliza-
tion of the oscillator to spheres, complex projective spaces, and quaternionic
projective spaces, as well as the reduction of the oscillator systems to Coulomb
ones.

Most of the presented constructions are developed only for the zero and
first Hopf maps. We tried to present them in the way, which will clearly show,
how to extend them to the second Hopf map and the quaternionic case.

The last two sections are devoted to the super-Hamiltonian formalism.
We present the superextensions of the Hamiltonian constructions, underlying
the specific “super”-properties, and present some examples. Then we provide
the list of supersymmetric mechanics constructed within the Hamiltonian ap-
proach. Also in this case, we tried to arrange the material in such a way, as
to make clear the relation of these constructions to complex structures and
their possible extension to quaternionic ones.

The main references to the generic facts about Hamiltonian mechanics
are the excellent textbooks [1, 2], and on the supergeometry there exist the
monographs [3, 4]. There are numerous reviews on supersymmetric mechanics.
In our opinion the best introduction to the subject is given in [5, 6].

4.2 Hamiltonian Formalism

In this section we present some basic facts about the Hamiltonian formalism,
which could be straightforwardly extended to the super-Hamiltonian systems.

We restrict ourselves to considering Hamiltonian systems with nondegen-
erate Poisson brackets. These brackets are defined, locally, by the expressions

{f, g} =
∂f

∂xi
ωij(x)

∂g

∂xj
, detωij �= 0 , (4.1)
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where

{f, g} = −{g, f}, ⇔ ωij = −ωji (4.2)
{{f, g}, h} + cycl.perm(f, g, h) = 0,⇔ ωij

,nω
nk + cycl.perm(i, j, k) = 0 . (4.3)

Equation (4.2) is known as a “antisymmetricity condition,” and (4.3) is called
Jacobi identity. Owing to the nondegeneracy of the matrix ωij , one can con-
struct the nondegenerate two-form, which is closed due to Jacobi identity

ω =
1
2
ωijdxi ∧ dxj : dω = 0 ⇔ ωij,k + cycl.perm(i, j, k) = 0 . (4.4)

The manifold M equipped with such a form is called symplectic manifold,
and denoted by (M,ω). It is clear that M is an even-dimensional manifold,
dimM = 2N .

The Hamiltonian system is defined by the triple (M,ω,H), where H(x) is
a scalar function called Hamiltonian.

The Hamiltonian equations of motion yield the vector field preserving the
symplectic form ω

dxi

dt
= {H,xi} = V i

H : LVH
ω = 0 . (4.5)

Here, LV denotes the Lie derivative along vector field V.
Vice versa, any vector field, preserving the symplectic structure, is locally

a Hamiltonian one. The easiest way to see it is to use homotopy formula

ıVdω + dıVω = LVω ⇒ dıVω = 0 . (4.6)

Hence, ıVω is a closed one-form and could be locally presented as follows:
ıVω = dH(x). The local function H(x) is precisely the Hamiltonian, gen-
erating the vector field V. The transformations preserving the symplectic
structure are called canonical transformations.

Any symplectic structure could be locally presented in the form (Darboux
theorem)

ωcan =
N∑

i=1

dpi ∧ dqi , (4.7)

where (pi, q
i) are the local coordinates of the symplectic manifold.

The vector field V defines a symmetry of the Hamiltonian system, if it
preserves both the Hamiltonian H and the symplectic form ω: LVω = 0,
VH = 0. Hence,

V = {J , }, {J ,H} = 0 . (4.8)

The 2N -dimensional Hamiltonian system is called an integrable system, when
it has N functionally independent constants of motion being in involution
(Liouville theorem),
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{Ji,Jj} = 0, {H,Ji} = 0, H = J1, i, j = 1, . . . , N . (4.9)

When the constants of motion are noncommutative, the integrability of
the system needs more than N constants of motion. If

{Jµ,Jν} = fµν(J ), corank fµν = K0, µ, ν = 1, . . . ,K ≥ K0 , (4.10)

then the system is integrable, if 2N = K+K0. The system with K+K0 ≥ 2N
constants of motion is sometimes called a superintegrable system.

The cotangent bundle T ∗M0 of any manifold M0 (parameterized by local
coordinates qi) could be equipped with the canonical symplectic structure
(4.7).

The dynamics of a free particle moving on M0 is given by the Hamiltonian
system (

T ∗M0, ωcan, H0 =
1
2
gij(q)pipj

)
, (4.11)

where gijgjk = δi
k, and gijdq

idqj is a metric on M0.
The interaction with a potential field could be incorporated in this system

by the appropriate change of Hamiltonian,

H0 → H =
1
2
gij(q)pipj + U(q) , (4.12)

where U(q) is a scalar function called potential. Hence, the corresponding
Hamiltonian system is given by the triplet (T ∗M0, ωcan, H).

In contrast to the potential field, the interaction with a magnetic field
requires a change of symplectic structure. Instead of the canonical symplectic
structure ωcan, we have to choose

ωF = ωcan + F, F =
1
2
Fij(q)dqi ∧ dqj , dF = 0 , (4.13)

where Fij are components of the magnetic field strength.
Hence, the resulting system is given by the triplet (T ∗M0, ωF , H).

Indeed, taking into account that the two-form F is locally exact, F = dA,
A = Aa(q)dqa, we could pass to the canonical coordinates (πa = pa +Aa, q

a).
In these coordinates the Hamiltonian system assumes the conventional form

(
T ∗M0, ωcan = dπa ∧ dqa, H =

1
2
gab(πa −Aa)(πb −Ab) + U(q)

)
.

Let us also remind, that in the three-dimensional case the magnetic field
could be identified with vector, whereas in the two-dimensional case it could
be identified with (pseudo)scalar.

The generic Hamiltonian system could be described by the following (phase
space) action

S =
∫

dt
(
Ai(x)ẋi −H(x)

)
, (4.14)
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where A = Aidxi is a symplectic one-form: dA = ω. Indeed, varying the
action, we get the equations

δS = 0 , ⇔ ẋiωij(x) =
∂H

∂xi
, ωij =

∂Ai

∂xj
− ∂Aj

∂xi
.

Though A is defined up to closed (locally exact) one-form, A → A + df(x),
this arbitrariness has no impact in the equations of motion. It change the
Lagrangian on the total derivative f,iẋ

i = df(x)/dt.
As an example, let us consider the particle in a magnetic field. The sym-

plectic one-form corresponding to the symplectic structure (4.13), could be
chosen in the form A = (pa + Aa) dqa, dA = ωF . Hence, the action (4.14)
reads

S =
∫

dt
(

(pa +Aa)q̇a − 1
2
gab(q)papb − U(q)

)
. (4.15)

Varying this action by p, we get, on the extrema, the conventional second-
order action for the system in a magnetic field

S0 =
∫

dt
(

1
2
gabq̇

aq̇b +Aaq̇
a − U(q)

)
. (4.16)

The presented manipulations are nothing but the Legendre transformation
from the Hamiltonian formalism to the Lagrangian one.

4.2.1 Particle in the Dirac Monopole Field

Let us consider the special case of a system on three-dimensional space moving
in the magnetic field of a Dirac monopole. Its symplectic structure is given by
the expression

ωD = dpi ∧ dqi + s
qi

2|q|3 εijk dqj ∧ dqk . (4.17)

The corresponding Poisson brackets are given by the relations

{pi, q
j} = δj

i , {qi, qj} = 0 , {pi, pj} = sεijk
qk

|q|3 . (4.18)

It is clear that the monopole field does not break the rotational invariance
of the system. The vector fields generating SO(3) rotations are given by the
expressions

Vi = εijkq
j ∂

∂qk
− εijkpj

∂

∂pk
, [Vj ,Vj ] = εijkVk . (4.19)

The corresponding Hamiltonian generators could be easily found as well

ıVi
ωD = dJi, {Ji,Jj} = εijkJk ,
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where

Ji = εijkq
jpk + s

qi

|q| , Jiq
i = s|q| . (4.20)

Now, let us consider the system given by the symplectic structure (4.17), and
by the so(3)-invariant Hamiltonian

H =
pipi

2g
+ U(|q|) , {Ji,H} = 0 , (4.21)

where g(|q|) dqi dqi is so(3)-invariant metric on M0. In order to find the tra-
jectories of the system, it is convenient to direct the q3 axis along the vector
J = (J1,J2,J3), i.e., to assume that J = J3 ≡ J . Upon this choice of the
coordinate system one has

q3

|q| =
s

J
. (4.22)

Then, we introduce the angle

φ = arc tan
q1

q2
,

dφ
dt

=
2J
g|q|2 , (4.23)

and get, after obvious manipulations

E =
J2 − s2

|q|2g +
J2

g

(
d|q|
dφ

)2

+ U(|q|). (4.24)

Here, E denotes the energy of the system.
From the expression (4.23) we find,

φ = J

∫
d|q|

|q|
√

(E − U)N2 − J2 + s2
. (4.25)

It is seen that, upon the replacement

U(q) → U(q) +
s2

g|q|2 , (4.26)

we shall eliminate in (4.25) the dependence on s, i.e., on a monopole field.
The only impact of the monopole field on the trajectory will be the shift of
the orbital plane given by (4.22).

Let us summarize our considerations. Let us consider the so(3)-invariant
three-dimensional system

ωcan = dp ∧ dq , H =
p2

2g
+ U(|q|) , {J0,H} = 0 , J0 = p × q . (4.27)

Then, replacing it by the following one:



4 Elements of (Super-)Hamiltonian Formalism 145

ωcan + s
q × dq × dq

2|q|3 , H =
1
2g

(
p2 +

s2

|q|2
)

+ U(|q|) , J = J0 + s
q
|q| ,
(4.28)

we shall preserve the form of the orbit of the initial system, but shift it along
J in accordance with (4.22).

One can expect that, when the initial system has a symmetry, additional
with respect to the rotational one, the latter system will also inherit it. For
the Coulomb system, U = γ/|q|, this is indeed a case. The modified system
(which is known as a MIC-Kepler system) possesses the hidden symmetry
given by the analog of the Runge–Lenz vector, which is completely similar to
the Runge–Lenz vector of the Kepler system [7].

4.2.2 Kähler Manifolds

One of the most important classes of symplectic manifolds is that of Kähler
manifolds. The Hermitian manifold (M, gab̄ dza dzb) is called Kähler manifold,
if the imaginary part of the Hermitian structure is a symplectic two-form (see,
e.g. [2, 8]):

ω = igab̄ dza ∧ dz̄b : dω = 0 , det gab̄ �= 0 . (4.29)

The Poisson brackets associated with this symplectic structure read

{f, g}0 = i
∂f

∂z̄a
gāb ∂g

∂zb
− i

∂g

∂zb
gāb ∂f

∂z̄a
, where gābgbc̄ = δā

c̄ . (4.30)

From the closeness of (4.29) it immediately follows, that the Kähler metric
can be locally represented in the form

gab̄ dza dz̄b =
∂2K

∂za∂z̄b
dza dz̄b, (4.31)

where K(z, z̄) is some real function called the Kähler potential. The Kähler
potential is defined as moduloholomorphic and antiholomorphic functions

K(z, z̄) → K(z, z̄) + U(z) + Ū(z̄) . (4.32)

The local expressions for the differential–geometric objects on Kähler mani-
folds are also very simple. For example, the nonzero components of the metric
connections (Cristoffel symbols) look as follows:

Γ a
bc = gn̄agbn̄,c, Γ ā

b̄c̄ = Γ
a

bc , (4.33)

while the nonzero components of the curvature tensor read

Ra
bcd̄ = −(Γ a

bc),d, Rā
b̄c̄d = R

a

bcd̄ . (4.34)

The isometries of Kähler manifolds are given by the holomorphic Hamiltonian
vector fields
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Vµ = V a
µ (z)

∂

∂za
+ V̄ ā

µ (z̄)
∂

∂z̄a
, Vµ = {hµ, }0 , (4.35)

where hµ is a real function, hµ = h̄µ, called Killing potential. One has

[Vµ,Vν ] = Cλ
µνVλ, {hµ, hν}0 = Cλ

µνhλ + const. ,

and
∂2hµ

∂za∂zb
− Γ c

ab

∂hµ

∂zc
= 0 .

The dynamics of a particle moving on the Kähler manifold in the presence of
a constant magnetic field is described by the Hamiltonian system

ΩB = dza ∧ dπa + dz̄a ∧ dπ̄a + iBgab̄ dza ∧ dz̄b, H0 = gab̄πaπ̄b (4.36)

The isometries of a Kähler structure define the Noether constants of motion

Jµ ≡ Jµ +Bhµ = V a
µ πa + V̄ ā

µ π̄ā +Bhµ :
{

{H0, Jµ} = 0,
{Jµ, Jν} = Cλ

µνJλ .
(4.37)

One can easily check that the vector fields generated by Jµ are independent
of B

V = V a(z)
∂

∂za
− V a

,bπa
∂

∂πa
+ V̄ a(z̄)

∂

∂z̄a
− V̄ a

,b̄ π̄a
∂

∂π̄a
. (4.38)

Hence, the inclusion of a constant magnetic field preserves the whole symmetry
algebra of a free particle moving on a Kähler manifold.

4.2.3 Complex Projective Space

The most known nontrivial example of a Kähler manifold is the complex
projective space ICPN . It is defined as a space of complex lines in ICN+1:
uã ∼ λuã, where uã, ã = 0, 1, . . . , N are the Euclidean coordinates of ICN+1,
and λ ∈ IC−{0}. Equivalently, the complex projective space is the coset space
ICPN = SU (N + 1)/U (N ).

The complex projective space ICPN could be covered by N + 1 charts
marked by the indices ã = 0, a. The zero chart could be parameterized by
the functions (coordinates) za

(0) = ua/u0, a = 1, . . . N ; the first chart by
za
(1) = za/z1, a = 0, 2, 3 . . . , N , and so on.

Hence, the transition function from the b̃-th chart to the c̃-th one has the
form

zã
(c̃) =

zã
(b̃)

zc̃
(b̃)

, where zã
(ã) = 1 . (4.39)

One can equip the ICPN by the Kähler metric, which is known under the name
of Fubini-Study metric
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gab̄ dza dzb =
dz dz̄
1 + zz̄

− (z̄dz)(zdz̄)
(1 + zz̄)

. (4.40)

Its Kähler potential is given by the expression

K = log(1 + zz̄). (4.41)

Indeed, it is seen that upon transformation from one chart to the other, given
by (4.39), this potential changes by holomorphic and antiholomorphic func-
tions, i.e., the Fubini-Study metric is globally defined on ICPN .

The Poisson brackets on ICPN are defined by the following relations:

{za, z̄b} = (1 + zz̄)(δab̄ + zaz̄b), {za, zb} = {z̄a, z̄b} = 0 . (4.42)

It is easy to see that ICPN is a constant curvature space, with the symmetry
algebra su(N + 1). This algebra is defined by the Killing potentials

hāb =
zaz̄b −Nδāb

1 + zz̄
, h−a =

za

1 + zz̄
, h+

a =
z̄a

1 + zz̄
. (4.43)

The manifold ICP1 (complex projective plane) is isomorphic to the
two-dimensional sphere S2. Indeed, it is covered by the two charts, with the
transition function z → 1/z. The symmetry algebra of ICP1 is su(2) = so(3)

{xi, xj} = εijkxk, i, j, k = 1, 2, 3 (4.44)

where the Killing potentials xi look as follows:

x1 + ix2 =
2z

1 + zz̄
, x3 =

1 − zz̄

1 + zz̄
. (4.45)

It is seen that these Killing potentials satisfy the condition

xixi = 1,

i.e., xi defines the sphere S2 in the three-dimensional ambient space IR3.
It is straightforwardly checked that z are the coordinates of the sphere in
the stereographic projection on IR2 = IC. The real part of the Fubini-Study
structure gives the linear element of S2, and the imaginary part coincides with
the volume element of S2.

On the other hand, these expressions give the embedding of the S2 in
S3 (with ambient coordinates u1, u2) defining the so-called first Hopf map
S3/S1 = S2. Below we shall describe this map in more detail.

4.2.4 Hopf Maps

The Hopf maps (or Hopf fibrations) are the fibrations of the sphere over a
sphere,
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S2p−1/Sp−1 = Sp, p = 1, 2, 4, 8 . (4.46)

These fibrations reflect the existence of real (p = 1), complex (p = 2), quater-
nionic (p = 4), and octonionic (p = 8) numbers.

We are interested in the so-called zeroth, first, and second Hopf maps:

S1/S0 = S1 (zero Hopf map)
S3/S1 = S2 (first Hopf map) (4.47)

S7/S3 = S4 (second Hopf map) .

Let us describe the Hopf maps in explicit terms. For this purpose, we consider
the functions x(u, ū), x0(u, ū)

x = 2u1ū2, xp+1 = u1ū1 − u2ū2 , (4.48)

where u1, u2, could be real, complex, or quaternionic numbers. So, one can
consider them as a coordinates of the 2p-dimensional space IR2p , where p = 1
when u1,2 are real numbers; p = 2 when u1,2 are complex numbers; p = 4
when u1,2 are quaternionic numbers; p = 8 when u1,2 are octonionic ones.

In all cases xp+1 is a real number, while x is, respectively, a real number
(p = 1), complex number (p = 2), quaternion(p = 4), or octonion (p = 8).
Hence, (x0,x) parameterize the (p+ 1)-dimensional space IRp+1.

The functions x, xp+1 remain invariant under transformations

ua → gua, where gḡ = 1 . (4.49)

Hence,

g = ±1 for p = 1 (4.50)
g = λ1 + iλ2 , λ2

1 + λ2
2 = 1 for p = 2 (4.51)

g = λ1 + iλ2 + jλ3 + kλ4 , λ2
1 + · · · + λ2

4 = 1 for p = 4 . (4.52)

and similarly for the octonionic case p = 8.
So, g parameterizes the spheres Sp−1 of unit radius. Notice that S1, S3, S7

are the only parallelizable spheres. We shall also use the following isomor-
phisms between these spheres and groups: S0 = Z2, S1 = U(1), S3 = SU(2).

We get that (4.48) defines the fibrations

IR2/S0 = IR2, IR4/S1 = IR3, IR8/S3 = IR5, IR16/S7 = IR9 . (4.53)

One could immediately check that the following equation holds:

xx̄ + x2
p+1 = (u1ū1 + u2ū2)2 . (4.54)

Thus, defining the (2p−1)-dimensional sphere in IR2p of the radius r0: uaūa =
r0, we will get the p-dimensional sphere in IRp+1 with radius R0 = r20

u1ū1 + u2ū2 = r20 ⇒ xx̄ + x2
0 = r40 . (4.55)
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So, we arrive at the Hopf maps given by (4.47). The last, fourth Hopf map,
S15/S7 = S8, corresponding to p = 8, is related to octonions in the same
manner.

For our purposes it is convenient to describe the expressions (4.48) in a
less unified way. For the zero Hopf map it is convenient to consider the initial
and resulting ambient spaces IR2 as complex spaces IC, parameterized by the
single complex coordinates w and z. In this case the map (4.48) could be
represented in the form

w = z2 , (4.56)

which is known as a Bohlin (or Levi–Civita) transformation relating the Kepler
problem with the circular oscillator.

For the first and second Hopf maps it is convenient to represent the trans-
formation (4.48) in the following form:

x = uγū . (4.57)

Here, for the first Hopf map x = (x1, x2, x3) parameterizes IR3, and u1, u2 pa-
rameterize IC2, and γ = (σ1, σ2, σ3) are Pauli matrices. This transformation
is also known under the name of Kustaanheimo–Stiefel transformation. For
the second Hopf map x = (x1, . . . , x5) parameterizes IR5, and u1, . . . , u4 pa-
rameterize IC4 = IHI2, and γ = (γ1, . . . , γ4, γ5 = γ1γ2γ3γ4), where γ1, . . . , γ4

are Euclidean four-dimensional gamma-matrices. The latter transformation
is sometimes called Hurwitz transformation, or “generalized Kustaanheimo-
Stiefel” transformation.

4.3 Hamiltonian Reduction

A Hamiltonian system which has a constant(s) of motion, can be reduced to
a lower-dimensional one. The corresponding procedure is called Hamiltonian
reduction. Let us explain the meaning of this procedure in the simplest case
of the Hamiltonian reduction by a single constant of motion.

Let (ω,H) be a given 2N -dimensional Hamiltonian system, with the phase
space (local) coordinates xA, and let J be its constant of motion, {H,J } = 0.
We go from the local coordinates xA to another set of coordinates, (H, yi, u),
where yi = yi(x) are 2N − 2 independent functions, which commute with J ,

{yi,J } = 0, i = 1, . . . , 2N − 2 . (4.58)

In this case the latter coordinate, u = u(x), necessarily has a nonzero Poisson
bracket with J (because the Poisson brackets are nondegenerate):

{u(x),J } �= 0 . (4.59)

Then, we immediately get that in these coordinates the Hamiltonian is inde-
pendent of u
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{J (H, y, u),H} =
∂H
∂u

· {u,J } �= 0, ⇒ H = H(J , y) . (4.60)

On the other hand, from the Jacobi identity we get

{{yi, yj},J } =
∂{yi, yj}

∂u
{u,J } = 0 ⇒ {yi, yj} = ωij(y,J ) . (4.61)

Since J is a constant of motion, we can fix its value

J = c , (4.62)

and describe the system in terms of the local coordinates yi only

(ω(x),H(x)) →
(
ωred(y, c) = ωij(y, c) dyi ∧ dyj ,Hred = H(y, c)

)
. (4.63)

Hence, we reduced the initial 2N -dimensional Hamiltonian system to a (2N−
2)-dimensional one.

Geometrically, the Hamiltonian reduction by J means that we fix the
(2N − 1)- dimensional level surface Mc by (4.62), and then factorize it by the
action of a vector field {J , }, which is tangent to Mc. The resulting space
M0 = Mc/{J , } is a phase space of the reduced system.

The Hamiltonian reduction by the K commuting constants of motion J ,
{Jα,Jβ} = 0 is completely similar to the above procedure. It reduces the
2N -dimensional Hamiltonian system to a 2(N −K)-dimensional one.

When the constants of motion do not commute with each other, the re-
duction procedure is a bit more complicated.

Let the initial Hamiltonian system have K constants of motion,

{Jα,H} = 0, {Jα,Jβ} = ωαβ(J ), corank ωαβ |Jα=cα
= K0. (4.64)

Hence, one could choose the K0 functions, which commute with the whole set
of the constants of motion

J̃α̃(J ) : {J̃α̃,Jβ}|J=c = 0, α̃ = 1, . . .K0 . (4.65)

The vector fields {J̃α̃, } are tangent to the level surface

Mc : Jα = cα dimMc = 2N −K . (4.66)

Factorizing Mc by the action of the commuting vector fields {J̃α̃, }, we arrive
at the phase space of the reduced system, M0 = Mc/{J , }, whose dimension
is given by the expression

dimM0 = 2N −K −K0 . (4.67)

In contrast to the commuting case, the reduced system could depend on the
parameters c̃α̃ only.



4 Elements of (Super-)Hamiltonian Formalism 151

Notice that the Hamiltonian system could also possess a discrete symme-
try. In this case the reduced system has the same dimension as the previous
one. To be more precise, the reduction by the discrete symmetry group could
be described by a local canonical transformation. However, the quantum me-
chanical counterpart of this canonical transformation could yield a system
with nontrivial physical properties.

Below, we shall illustrate the procedure of (Hamiltonian) reduction by dis-
crete, commutative, and noncommutative symmetry generators on examples
related to Hopf maps.

4.3.1 Zero Hopf Map: Magnetic Flux Tube

The transformation of the Hamiltonian system associated with the zero Hopf
map corresponds to the reduction of the system by the discrete group Z2. It
is a (local) canonical transformation. As a consequence, the resulting system
has the same dimension as the initial one.

Let us consider the Hamiltonian system with four-dimensional phase space,
parameterized by the pair of canonically conjugated complex coordinates,
(ω = dπ ∧ dz + dπ̄ ∧ dz̄,H), which is invariant under the following action of
Z2 group:

H(z, z̄, π, π̄) = H(−z,−z̄,−π,−π̄), ω(π, π̄, z, z̄) = ω(−π,−π̄,−z,−z̄) .

We can pass now to the coordinates, which are invariant under this transfor-
mation (clearly, it is associated with the zero Hopf map)

w = z2, p = π/2z (4.68)
ω = dπ ∧ dz + dπ̄ ∧ dz̄ = dp ∧ dw + dp̄ ∧ dw̄ . (4.69)

However, one can see that the angular momentum of the initial systems looks
as a doubled angular momentum of the transformed one

J = i(zπ − z̄π̄) = 2i(wp− w̄p̄). (4.70)

This indicates that the global properties of these two systems could be essen-
tially different. This difference has to be reflected in the respective quantum-
mechanical systems.

Let us consider the Schrödinger equation

H(π, π̄, z, z̄)Ψ(z, z̄) = EΨ(z, z̄), π = −i∂z, π̄ = −i∂z̄ , (4.71)

with the wave function which obeys the condition

Ψ(|z|, arg z + 2π) = Ψ(|z|, arg z) . (4.72)

Let us reduce it by the action of Z2 group, restricting ourselves to even (σ = 0)
or odd (σ = 1

2 ) solutions of (4.71)
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Ψσ(z, z̄) = ψσ(z2, z̄2) e2iσ arg z, σ = 0, 1/2 , (4.73)

and then perform the Bohlin transformation (4.68). According to (4.73), the
wave functions ψσ satisfy the condition

ψσ(|w|, argw + 2π) = ψσ(|w|, argw), (4.74)

which implies that the range of definition arg w ∈ [0, 4π) can be restricted,
without loss of generality, to argw ∈ [0, 2π). In terms of ψσ the Schrödinger
equation (4.71) reads

H(p̂σ, p̂
+
σ , w, w̄)ψσ(w, w̄) = Eψσ, p̂σ = −i∂w − iσ

w
. (4.75)

Equation (4.75) can be interpreted as the Schrödinger equation of a particle
with electric charge e in the static magnetic field given by the potential Aw =
iσ
ew , σ = 0, 1/2. It is a potential of an infinitely thin solenoid-“magnetic flux
tube” (or magnetic vortex, in the two-dimensional interpretation): it has zero
strength of the magnetic field B = rotAw = 0 (w ∈ İC) and nonzero magnetic
flux 2πσ/e.

In accordance with (4.70), the angular momentum transforms as follows:

J → 2Jσ, Jσ =
i

�

(
wp̂σ − w̄p̂+

σ

)
, (4.76)

where Jσ is the angular momentum operator of the reduced system. Hence,
the eigenvalues of the angular momenta of the reduced and initial systems,
mσ and M , are related by the expression M = 2mσ, from which it follows
that

mσ = ±σ,±(1 + σ),±(2 + σ), . . . . (4.77)

Hence, the Z2-reduction related to zero Hopf map transforms the even states
of the initial system to the complete basis of the resulting one. The odd
states of the initial system yield the wave functions of the resulting sys-
tem in the presence of magnetic flux generating spin 1/2. Similarly to the
above consideration, one can show that the reduction of the two-dimensional
system by the ZN group yields the N systems with the fractional spin
σ = 0, 1/N, 2/N, . . . , (N − 1)/N (see [9]).

4.3.2 1st Hopf Map: Dirac Monopole

Now, we consider the Hamiltonian reduction by the action of the U(1) group,
which is associated with the first Hopf map. It is known under the name of
Kustaanheimo–Stiefel transformation.

Let us consider the Hamiltonian system on the four-dimensional Hermitian
space (M0, gab̄ dza dz̄b), dim ICM0 = 2,

T ∗M0, ω = dza ∧ dπa + dz̄a ∧ dπ̄a, H = gab̄πaπ̄b + V (z, z̄) . (4.78)
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We define, on the T ∗M0 space, the Hamiltonian action of the U(2) group
given by the generators

J = izσπ − iπ̄σz̄, J0 = izπ − iz̄π̄ : (4.79)
{J0, Jk} = 0, {Jk, Jl} = 2εklmJm, (4.80)

where σ are Pauli matrices.
Let us consider the Hamiltonian reduction of the phase space (T ∗M0, ω)

by the (Hamiltonian) action of the U(1) = S1 group given by the generator
J0. Since J0 commutes with Ji, the latter will generate the Hamiltonian action
of the su(2) = so(3) algebra on the reduced space as well.

To perform the Hamiltonian reduction, we have to fix the level surface

J0 = 2s , (4.81)

and then factorize it by the action of the vector field {J0, }.
The resulting six-dimensional phase space T ∗M red could be parameterized

by the following U(1)-invariant functions:

y = zσz̄, π =
zσπ + π̄σz̄

2zz̄
: {y, J0} = {π, J0} = 0 . (4.82)

In these coordinates the reduced symplectic structure and the generators of
the angular momentum are given by the expressions [compare with (4.17),
(4.20)]

Ωred = dπ ∧ dy + s
y × dy × dy

2|y|3 , Jred = J/2 = π × y + s
y
|y| .

Hence, we get the phase space of the Hamiltonian system describing the mo-
tion of a nonrelativistic scalar particle in the magnetic field of the Dirac mono-
pole.

Let M0 be a U(2)-invariant Kähler space with a metric generated by the
Kähler potential K(zz̄) [10]

gab̄ =
∂2K(zz̄)
∂za∂z̄b

= a(zz̄)δab̄ + a′(zz̄)z̄azb , (4.83)

where

a(y) =
dK(y)

dy
, a′(y) =

d2K(y)
dy2

.

Let the potential be also U(2)-invariant, V = V (zz̄), so that U(2) is a sym-
metry of the Hamiltonian: {J0,H} = {Ji,H} = 0.

Hence, the Hamiltonian could also be restricted to the reduced six-
dimensional phase space. The reduced Hamiltonian looks as follows:

Hred =
1
a

[
yπ2 − b(yπ)2

]
+ s2

1 − by

ay
+ V (y),
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where

y ≡ |y|, b =
a′(y)

a+ ya′(y)
.

Let us perform the canonical transformation (y,π) → (x,p) to the
conformal-flat metric

x = f(y)y, π = fp +
df
dy

(yp)
y

y ,

where
(

1 +
yf ′(y)
f

)2

= 1 +
ya′(y)
a

⇒
(

d log x
dy

)2

=
d log ya(y)

y dy
, x < 1 .

In the new coordinates the Hamiltonian takes the form

Hred =
x2(y)
ya(y)

p2 +
s2

y(a+ ya′(y))
+ V (y(x)) .

To express the y, a(y), a′(y) via x, it is convenient to introduce the function

Ã(y) ≡
∫

(a+ ya′(y))yf(y) dy

and consider its Legendre transform A(x),

A(x) = A(x, y)|∂A(x,y)/∂y, A(x, y) = xa(y)y − Ã(y) .

Then, we immediately get

dA(x)
dx

= a(y)y, x
d2A

dx2
= y
√
a(a+ ya′(y)) .

By the use of these expressions, we can represent the reduced Hamiltonian as
follows:

Hred =
x2

N2
p2 +

s2

(2xN ′(x))2
+ V (y(x)) , N2(x) ≡ dA

dx
. (4.84)

The Kähler potential of the initial system is connected with N via the equa-
tions

dK
dx

=
N3(x)

2x2N ′(x)
,

d log y
dx

=
N

2x2N ′(x)
. (4.85)

Hence, for s = 0 we shall get the system (4.27). However, when s �= 0, by
comparing the reduced system with (4.28), we conclude that the only Kähler
space which yields a “well-defined system with monopole” is flat space.
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4.3.3 ICN+1 → ICPN and T ∗
ICN+1 → T∗

ICPN

Now, we consider the Hamiltonian reduction of the space ( ICN+1, ω = du0dū0+
duadūa), to the complex projective space ICPN .

The U(N +1) = U(1)×SU(N) isometries of this space are defined by the
following Killing potentials:

J0 = uū, Jsu(N+1) = uT̂ ū, {J0, Jsu(N+1)} = 0 ,

where T = T †, TrT = 0 are (N + 1)× (N + 1)-dimensional traceless matrices
defining the su(N + 1) algebra. The Poisson brackets, corresponding to the
Kähler structure, are defined by the relations {u0, ū0} = i, {u, ūb} = iδab.

Let us perform the Hamiltonian reduction by the action of J0. The reduced
phase space is a 2N -dimensional one. Let us choose for this space the following
local complex coordinates:

za =
ua

u0
: {za, J0} = 0, a = 1, . . . , N (4.86)

and fix the level surface

J0 = r20 ⇒ |u0|2 =
r20

1 + zz̄
. (4.87)

Then, we immediately get the Poisson brackets for the reduced space

{za, z̄b} =
i

r20
(1 + zz̄)(δab + zaz̄b) , {za, zb} = {z̄a, z̄b} = 0 . (4.88)

Hence, the reduced Poisson bracket are associated with the Kähler structure.
It could be easily seen, that this Kähler structure is given by the Fubini-Study
metric (4.40) multiplied on r20. The restriction of the generators Jsu(N+1) on
the level surface (4.87) yields the expressions (4.43).

In the above example ICN+1 and ICPN appeared as the phase spaces. Now,
let us show, how to reduce the T ∗

ICN+1 to T ∗
ICPN , i.e., let us consider the

case when ICN+1 and ICPN play the role of the configuration spaces of the
mechanical systems. Since the dimension of T ∗

ICN+1 is 4(N + 1), and the di-
mension of T ∗

ICN is 4N , the reduction has to be performed by two commuting
generators.

Let us equip the initial space with the canonical symplectic structure
(4.78), and perform the reduction of this phase space by the action of the
generators

J0 = iπu− π̄ū, h0 = uū : {J0, h0} = 0 . (4.89)

We choose the following local coordinates of the reduced space:

za =
ua

u0
, pa = gab̄(z, z̄)

(
π̄a

ū0
− z̄a π̄

0

z̄0

)
:



156 A. Nersessian

{za, J0} = {za, h0} = {pa, J0} = {pa, h0} = 0 ,

where gab̄ is defined by the expression (4.40). Then, calculating the Poisson
brackets between these functions, and fixing the value of the generators J0, h0,

h0 = r20, J0 = s , (4.90)

we get
{pa, z

b} = δb
a, {pa, p̄b} = i

s

r20
gab̄(z, z̄) . (4.91)

Hence, we arrive at the phase space structure of the particle moving on ICPN

in the presence of a constant magnetic field with B0 = s/r20 strength.

4.3.4 2nd Hopf Map: SU(2) Instanton

In the above examples we have shown that the zero Hopf map is related
to the canonical transformation corresponding to the reduction of the two-
dimensional system by the discrete group Z2 = S0, and transforms the sys-
tem with two-dimensional configuration space to the system of the same di-
mension, which has a spin σ = 0, 1/2. The first Hopf map corresponds to
the reduction of the system with four-dimensional configuration space by the
Hamiltonian action of U(1) = S1 group, and yields the system moving on the
three-dimensional space in the presence of the magnetic field of the Dirac
monopole. Similarly, with the second Hopf map one can relate the Hamil-
tonian reduction of the cotangent bundle of eight-dimensional space (say,
T ∗

IC4 = T∗IHI2) by the action of SU(2) = S3 group. When the SU(2) gen-
erators Ii have nonzero values, Ii = ci,

∑
i |ci| �= 0, the reduced space is a

(2 · 8− 3− 1 =)12-dimensional one, T ∗IR5 × S 2. It is the phase space of a col-
ored particle moving on IR5 in the presence of the SU(2) Yang monopole [11]
(here S2 appears as a isospin space).

When c1 = c2 = c3 = 0, the Ji generators commute with each other,
and the reduced space is a (2 · 8 − 2 · 3 =)10-dimensional one, T ∗IR5. Such a
reduction is also known under the name of Hurwitz transformation relating
the eight-dimensional oscillator with the five-dimensional Coulomb problem.

We shall describe a little bit different reduction, associated with the fi-
bration ICP3/ ICP1 = S 4 [12]. This fibration could be immediately obtained by
factorization of the second Hopf map S7/S3 = S4 by U(1). Indeed, the second
Hopf map is described by the formulae (4.48), (4.49), where S7 is embedded
in the two-dimensional quaternionic space IHI2 = IC4, parameterized by four
complex (two quaternionic) Euclidean coordinates

ui = vi + jvi+1, i = 1, 2, u1, u2 ∈ IHI, v1, v2, v3, v4 ∈ IC . (4.92)

Here, S4 is embedded in IR5 parameterized by the Eucludean coordinates
(x, x5) given by (4.48). This embedding is invariant under the right action of
a SU(2) group given by (4.49), so that g defines a three-sphere (4.52). The



4 Elements of (Super-)Hamiltonian Formalism 157

complex projective space ICP3 is defined as S7/U(1), while the inhomogeneous
coordinates za appearing in the Fubini-Study metric of ICP3, are related to the
coordinates of IC4 as follows: za = va/v4, a = 1, 2, 3. The expressions (4.48)
defining S4 are invariant under U(1)-factorization, while S3/U(1) = S2. Thus,
we arrive to the conclusion that ICP3 is the S2-fibration over S4 = IHIP1. The
expressions for za yield the following definition of the coordinates of S4:

w1 =
z̄2 + z1z̄3
1 + z3z̄3

, w2 =
z2z̄3 − z̄1
1 + z3z̄3

. (4.93)

Choosing z3 as a local coordinate of S2 = ICP1,

u = z3 , (4.94)

we get the expressions

z1 = w1u− w̄2, z2 = w2u+ w̄1, z3 = u . (4.95)

In these coordinates the Fubini-Study metric on ICP3 looks as follows:

gab̄ dza dz̄b =
dz d z̄
1 + zz̄

− (z̄ dz)(z dz̄)
(1 + zz̄)2

=
dwi dw̄i

(1 + ww̄)2
+

(du+ A)(dū+ Ā)
(1 + uū)2

,

(4.96)
where

A =
(w̄1 + w2u)(u dw1 − dw̄2) + (w̄2 − w1u)(u dw2 + dw̄1)

1 + ww̄
. (4.97)

Hence, w1, w2, and u are the conformal-flat complex coordinates of S4 = IHIP1

and S2 = ICP1, while the connection A defines the SU(2) gauge field.
Now, let us consider the Hamiltonian system describing the motion of a

free particle on ICP3

H ICP3 = gab̄πaπ̄b , {za, πb} = iδab (4.98)

Let us extend the coordinate transformation (4.95) to the T ∗
ICP3, by the

following transformation of momenta:

π1 =
ūp1 − p̄2

1 + uū
, π2 =

ūp2 + p1

1 + uū
,

π3 = pu +
p̄2w1 − p̄1w2 − ū(w1p1 + w2p2)

1 + uū
. (4.99)

This extended transformation is a canonical transformation,

{wi, pj} = δij , {u, pu} = 1 . (4.100)

In the new coordinates the Hamiltonian reads
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H ICP3 = (1 + ww̄)2PiP̄i + (1 + uū)2pup̄u . (4.101)

Here, we introduced the covariant momenta

P1 = p1 − i
w̄1

1 + ww̄
I1 −

w2

1 + ww̄
I+, P2 = p2 − i

w̄2

1 + ww̄
I1 +

w1

1 + ww̄
I+,

(4.102)
and the su(2) generators I±, I1 defining the isometries of S2

I1 = −i(puu− p̄uū), I− = pu + ū2p̄ū, I+ = p̄ū + u2pu

{I±, I1} = ∓iI±, {I+, I−} = 2iI1 .
(4.103)

The nonvanishing Poisson brackets between Pi and wi are given by the fol-
lowing relations (and their complex conjugates):

{wi, Pj} = δij , {P1, P2} = − 2I+
(1 + ww̄)2

, {Pi, P̄j} = −i 2I1δij

(1 + ww̄)2
.

(4.104)
The expressions in the r.h.s. define the strength of a homogeneous SU(2) in-
stanton (the “angular part” of the SU(2) Yang monopole), written in terms of
conformal–flat coordinates of S4 = IHIP1. Hence, the first part of the Hamil-
tonian, i.e., D4 = (1 +ww̄)2PiP̄i, describes a particle on the four-dimensional
sphere in the field of a SU(2) instanton.

The Poisson brackets between Pi and u, ū, pu, p̄u are defined by the follow-
ing nonzero relations and their complex conjugates:

{Pi, pu} = −wi + 2εij wj u

1 + ww
pu, {Pi, p̄u} =

wip̄u

1 + ww
,

{Pi, u} =
(wi + εijwj u)u

1 + ww
,
{
Pi, u

}
=

εijwj − wi u

1 + ww
.

The second part of the Hamiltonian defines the motion of a free particle on
the two-sphere. It could be represented as a Casimir of SU(2)

DS2 = (1 + uū)2pup̄u = I+I− + I2
1 ≡ I2 . (4.105)

It commutes with the Hamiltonian D0, as well as with I1, I± and Pi, wi

{D ICP3 , I2} = {Pi, I
2}B = {wi, I

2}B = {I1, I
2}B = {I±, I2}B = 0 . (4.106)

Hence, we can perform a Hamiltonian reduction by the action of the generator
D2, which reduces the initial 12-dimensional phase space T∗ ICP3 = T ∗(S 4 ×
S 2) to a 10-dimensional one. The relations (4.106) allow us to parameterize the
reduced 10-dimensional phase space in terms of the coordinates Pi, wi, I±, I1,
where the latter obey the relation

I+I− + I2
1 ≡ I2 = const . (4.107)
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Thus, the reduced phase space is nothing but T ∗S4 × S2, where S2 is the
internal space of the instanton.

Let us collect the whole set of nonzero expressions defining the Poisson
brackets on T∗S

4 × S2

{wi, Pj} = δij ,

{P1, P2} = − 2I+
(1 + ww̄)2

,

{Pi, P̄j} = −i 2I1δij

(1 + ww̄)2
,

{Pi, I1} = i
εijwj I+
1 + ww

(4.108)

{Pi, I+} =
wi I+

1 + ww
,

{Pi, I−} = −wi I− + 2iεijwj I1
1 + ww

{I+, I−} = 2iI1, {I±, I1} = ∓iI± .

The reduced Hamiltonian is Hred
ICP3 = (1 +ww̄)2PP̄ + I2. So, the Hamiltonian

of the colored particle on S4 interacting with the SU(2) instanton is connected
with the Hamiltonian of a particle on ICP3 as follows:

DS4 = Dred
ICP3 − I2 (> 0). (4.109)

This yields an intuitive explanation of the degeneracy in the ground state in
the corresponding quantum system on S4. Indeed, since the l.h.s. is positive,
the ground state of the quantum system on S4 corresponds to the excited
state of a particle on ICP3, which is a degenerate one. On the other hand, the
ground state of a particle on ICP3 can be reduced to the free particle on S4,
when I = 0.

Now, let us consider a similar reduction for the particle on ICP3, in the
presence of constant magnetic field (4.36).

Passing to the coordinates (4.95) and momenta (4.102) we get the Poisson
brackets defined by the nonzero relations given by (4.105) and

{pu, pu}B =
iB

(1 + uu)2
, (4.110)

{wi, Pj}B = δij , {P1, P2}B = − 2I+

(1 + ww̄)2
, (4.111)

{Pi, P̄j}B = −i 2I1δij

(1 + ww̄)2
. (4.112)

where I±, I1 are defined by the expressions
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I1 = I1 +
B

2
1 − uū

1 + uū
, I− = I− −B

iū

1 + uū
, I+ = I+ +B

iu

1 + uū
(4.113)

Notice that the expressions (4.112) are similar to (4.104) and the generators
(4.113) form, with respect to the new Poisson brackets, the su(2) algebra

{I±, I1}B = ∓iI±, {I+, I−} = 2iI1. (4.114)

It is clear that these generators define the isometries of the “internal”
two-dimensional sphere with a magnetic monopole located at the center.

Once again, as in the absence of a magnetic field, we can reduce the initial
system by the Casimir of the SU(2) group

I2 ≡ I2
1 + I+I− = DS2 +B2/4, ⇒ I ≥ B/2 . (4.115)

To perform the Hamiltonian reduction, we have to fix the value of I2, and
then factorize by the action of the vector field {I2, }B .

The coordinates (4.93), (4.102) commute with the Casimir (4.115),

{Pi, I2}B = {wi, I2}B = {I1, I2}B = {I±, I2}B = 0 . (4.116)

Hence, as we did above, we can choose Pi, wi, and I± as the coordinates of
the reduced, 10-dimensional phase space.

The coordinates I±, I1 obey the condition

I2
1 + I−I+ = I2 = const. (4.117)

The resulting Poisson brackets are defined by the expressions (4.108), with
I1, I± replaced by I±, I1.

Hence, the particle on ICP3 moving in the presence of a constant magnetic
field reduces to a colored particle on S4 interacting with the instanton field.
The Hamiltonians of these two systems are related as follows:

DS4 = Dred
ICP3 − I2 +B2/4, I ≥ B/2 (4.118)

Notice that, upon quantization, we must replace I2 by I(I + 1) and require
that both I and B take (half)integer values (since we assume unit radii for
the spheres, this means that the “monopole number” obeys a Dirac quantiza-
tion rule). The extension of this reduction to quantum mechanics relates the
theories of the quantum Hall effect on S4 [13] and ICP3 [14].

Notice that the third Hopf map could also be related with the generalized
quantum Hall effect theory [15].

4.4 Generalized Oscillators

Among the integrable systems with hidden symmetries the oscillator is
the simplest one. In contrast to other systems with hidden symmetries
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(e.g., Coulomb systems), its symmetries form a Lie algebra. TheN -dimensional
oscillator on T ∗IRN ,

H =
1
2
(
papa + α2qaqa

)
, ωcan = dpa ∧ dqa, a = 1, . . . , N (4.119)

besides the rotational symmetry so(N), has also hidden ones, so that the
whole symmetry algebra is su(N ). The symmetries of the oscillator are given
by the generators

Jab = paq
b − pbq

a, Iab = papb + α2qaqb . (4.120)

The huge number of hidden symmetries allows us to construct generalizations
of the oscillator on curved spaces, which inherit many properties of the initial
system.

The generalization of the oscillator on the sphere was suggested by Higgs
[16]. It is given by the following Hamiltonian system:

H =
1
2
(
gabpapb + α2q2

)
, ω = dpa ∧ dqa, qa =

xa

x0
, (4.121)

where xa, x0 are the Euclidean coordinates of the ambient space IRN+1: x2
0 +

xaxa = 1, and gab dqa dqb is the metric on SN . This system inherits the
rotational symmetries of the flat oscillator given by (4.120), and possesses the
hidden symmetries given by the following constants of motion [compare with
(4.120)]:

Iab = JaJb + α2qaqb , (4.122)

where Ja are the translation generators on SN .
In contrast to the flat oscillator, whose symmetry algebra is su(N), the

spherical (Higgs) oscillator has a nonlinear symmetry algebra.
This construction has been extended to the complex projective spaces

in [17], where the oscillator on ICPN was defined by the Hamiltonian

H =
(
gābπ̄aπb + α2zz̄

)
, (4.123)

with za = ua/u0 denoting inhomogeneous coordinates of ICPN and gab̄ dza dz̄b

being Fubini-Study metric (4.40).
It is easy to see that this system has constants of motion given by the

expressions

Jab̄ = i(zbπa − π̄bz̄
a), Iab̄ = J+

a J
−
b + ω2z̄azb , (4.124)

where J+
a = πa+(z̄π̄)z̄a, J−

a = J̄+
a are the translation generators on ICPN. The

generators Jab̄ define the kinematical symmetries of the system and form a
su(N) algebra. When N > 1, the generators Iab̄ are functionally independent
of H, Jab̄ and define hidden symmetries. As in the spherical case, their algebra
is a nonlinear one
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{Jāb, Jc̄d} = iδādJb̄c − iδc̄bJād,
{Iab̄, Jcd̄} = iδcb̄Iad̄ − iδad̄Icb̄

{Iab̄, Icd̄} = iα2δcb̄Jad̄ − iα2δad̄Jcb̄+
+iIcb̄(Jad̄ + J0δad̄) − iIad̄(Jcb̄ + J0δcb̄) .

(4.125)

Hence, it is seen that for N = 1, i.e., in the case of the two-dimensional
sphere S2 = ICP1, the suggested system has no hidden symmetries, as opposed
to the Higgs oscillator on S2. Nevertheless, this model is exactly solvable
both for N = 1 and N > 1 [18]. Moreover, it remains exactly solvable, even
after inclusion of a constant magnetic field, for any N (including N = 1,
when it has no hidden symmetries). The magnetic field does not break the
symmetry algebra of the system! As opposed to the described model, the
constant magnetic field breaks the hidden symmetries, as well as the exact
solvability, of the Higgs oscillator on S2 = ICP1.

Remark. The Hamiltonian (4.123) could be represented as follows:

H = gab̄(πaπ̄b + α2∂aK∂̄bK) , (4.126)

where K(z, z̄) = log(1+zz̄) is the Kähler potential of the Fubini-Study metric.

Although this potential is not uniquely defined, it provides the system with
some properties, which are general for the few oscillator models on Kähler
spaces. By this reason we postulate it as an oscillator potential on arbitrary
Kähler manifolds.

Now, let us compare these systems with the sequence which we like: real,
complex, quaternionic numbers (and zeroth, first, second Hopf map). Let us
observe, that the SN -oscillator potential is defined, in terms of the ambient
space IRN+1, in complete similarity to the ICPN -oscillator potential in terms
of the “ambient” space ICN+1. The latter system preserves its exact solvability
in the presence of a constant magnetic (U(1) gauge) field.

Hence, continuing this sequence, one can define on the quaternionic pro-
jective spaces IHIPN the oscillator-like system given by the potential

VIHIPN = α2waw̄a = α2u
a
1ū

a
1 + ua

2ū
a
2

u0
1ū

0
1 + u0

1ū
0
1

, (4.127)

where
wa =

ua
1 + jua

2

u0
1 + ju0

2

, ua
1ū

a
1 + ua

2ū
a
2 + u0

1ū
0
1 + u0

2ū
0
2 = 1 .

Here, wa are inhomogeneous (quaternionic) coordinates of the quaternionic
projective space IHIPN , and ua

0 + jua
1 , u

0
1 + ju0

2 are the Euclidean coordinates
of the “ambient” quaternionic space IHIN+1 = IC2N+2.

One can expect that this system will be a superintegrable one and will be
exactly solvable also in the presence of an SU(2) instanton field.
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In the simplest case of IHIP1 = S 4 we shall get the alternative (with respect
to the Higgs) model of the oscillator on the four-dimensional sphere. In terms
of the ambient space IR5, its potential will be given by the expression

VS4 = α2 1 − x0/x

1 + x0/x
= α2 1 − cos θ

1 + cos θ
. (4.128)

Checking this system for this simplest case, we found, that it is indeed exactly
solvable in the presence of the instanton field [19].

Let us mention that the Higgs (spherical) oscillator could be straightfor-
wardly extended to (one- and two-sheet) hyperboloids, and the ICPN -oscillator
to the Lobachevsky spaces LN = SU(N + 1)/U(N). In both cases these sys-
tems have hidden symmetries.

Notice also that, on the spheres SN , there exists the analog of the Coulomb
system suggested by Schrödinger [20]. It is given by the potential

VCoulomb = − γ

r0

yN+1

|y| , y2
N+1 + |y|2 = r20 . (4.129)

This system inherits the hidden symmetry of the conventional Coulomb sys-
tem on IRN .

Probably, as in the case of the oscillator, one can define superintegrable
analogs of the Coulomb system on the complex projective spaces ICPN and on
the quaternionic projective spaces IHIPN . However, up to now, this question
has not been analyzed.

4.4.1 Relation of the (Pseudo)Spherical Oscillator
and Coulomb Systems

The oscillator and Coulomb systems, being the best known among the
superintegrable mechanical systems, possess many similarities both at the
classical and quantum mechanical levels. Writing down these systems in spher-
ical coordinates, one can observe that the radial Schrödinger equation of the
(p+ 1) dimensional Coulomb system could be transformed in the Shrödinger
equation of the 2p-dimensional oscillator by the transformation (see, e.g. [21])

r = R2,

where r and R are the radial coordinates of the Coulomb and oscillator sys-
tems, respectively.

Due to the existence of the Hopf maps, in the cases of p = 1, 2, 4 one
can establish a complete correspondence between these systems. Indeed, their
angular parts are, respectively, p- and (2p− 1)-dimensional spheres, while the
above relation follows immediately from (4.54). Considering the Hamiltonian
reductions related to the Hopf maps (as it was done in the previous section),
one can deduce, that the (p + 1)-dimensional Coulomb systems could be ob-
tained from the 2p-dimensional oscillator, by a reduction under theG = S(p−1)
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group. Moreover, for nonzero values of those generators we shall get general-
izations of the Coulomb systems, specified by the presence of a magnetic flux
(p = 1), a Dirac monopole (p = 2), a Yang monopole (p = 4) [9, 22, 23]. How-
ever, this procedure assumes a change in the roles of the coupling constants
and the energy. To be more precise, these reductions convert the energy sur-
face of the oscillator in the energy surface of the Coulomb-like system, while
there is no one-to-one correspondence between their Hamiltonians.

As we have seen above, there exists well-defined generalizations of the
oscillator systems on the spheres, hyperboloids, complex projective spaces,
and Lobachevsky spaces. The Coulomb system could also be generalized on
the spheres and hyperboloids. Hence, the following natural question arises.
Is it possible to relate the oscillator and Coulomb systems on the spheres
and hyperboloids, similarly to those in the flat cases? The answer is positive,
but it is rather strange. The oscillators on the 2p-dimensional sphere and
two-sheet hyperboloid (pseudosphere) result in the Coulomb-like systems on
the (p+ 1)-dimensional pseudosphere, for p = 1, 2, 4 [24].

Below, following [24], we shall show how to relate the oscillator and
Coulomb systems on the spheres and two-sheet hyperboloids. In the planar
limit this relation results in the standard correspondence between the conven-
tional (flat) oscillator and the Coulomb-like system. We shall discuss mainly
the p = 1 case, since the treatment could be straightforwardly extended to
the p = 2, 4 cases.

Let us introduce the complex coordinate z parameterizing the sphere by
the complex projective plane ICP1 and the two-sheeted hyperboloid by the
Poincaré disk (Lobachevsky plane, pseudosphere) L)

x ≡ x1 + ix2 = R0
2z

1 + εzz̄
, x3 = R0

1 − εzz̄

1 + εzz̄
. (4.130)

In these coordinates the metric becomes conformally-flat

ds2 = R2
0

4dz dz̄
(1 + εzz̄)2

. (4.131)

Here ε = 1 corresponds to the system on the sphere, and ε = −1 to that on
the pseudosphere. The lower hemisphere and the lower sheet of the hyper-
boloid are parameterized by the unit disk |z| < 1, while the upper hemisphere
and the upper sheet of the hyperboloid are specified by |z| > 1, and trans-
form one into another by the inversion z → 1/z. In the limit R0 → ∞ the
lower hemisphere (the lower sheet of the hyperboloid) turns into the whole
two-dimensional plane. In these terms the oscillator and Coulomb potentials
read

Vosc =
2α2R2

0zz̄

(1 − εzz̄)2
, VC = − γ

R0

1 − εzz̄

2|z| , (4.132)

Let us equip the oscillator phase space T ∗
ICP1 (T ∗L) with the symplectic

structure
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ω = dπ ∧ dz + dπ̄ ∧ dz̄ (4.133)

and introduce the rotation generators defining the su(2) algebra for ε = 1 and
the su(1.1) algebra for ε = −1

J ≡ iJ1 − J2

2
= π + εz̄2π̄, J ≡ εJ3

2
= i(zπ − z̄π̄) . (4.134)

These generators, together with x/R0, x3/R0, define the algebra of motion of
the (pseudo)sphere via the following nonvanishing Poisson brackets:

{J,x} = 2x3, {J, x3} = −εx̄, {J,x} = ix,
{J, J̄} = −2iεJ, {J, J} = iJ .

(4.135)

In these terms, the Hamiltonian of a free particle on the (pseudo)sphere reads

Hε
0 =

JJ̄ + εJ2

2R2
0

=
(1 + εzz̄)2ππ̄

2R2
0

, (4.136)

whereas the oscillator Hamiltonian is given by the expression

Hε
osc(α,R0|π, π̄, z, z̄) =

(1 + εzz̄)2ππ̄
2R2

0

+
2α2R2

0zz̄

(1 − εzz̄)2
. (4.137)

It can be easily verified that the latter system possesses the hidden symmetry
given by the complex (or vectorial) constant of motion [16]

I = I1 + iI2 =
J2

2R2
0

+
α2R2

0

2
x̄2

x2
3

, (4.138)

which defines, together with J and Hosc, the cubic algebra

{I, J} = 2iI, {Ī, I} = 4i
(
α2J +

εJHosc

R2
0

− J3

2R4
0

)
. (4.139)

The energy surface of the oscillator on the (pseudo)sphere Hε
osc = E reads

(
1 − (zz̄)2

)2
ππ̄

2R4
0

+ 2
(
α2 + ε

E

R2
0

)
zz̄ =

E

R2
0

(
1 + (zz̄)2

)
. (4.140)

Now, performing the canonical Bohlin transformation (4.68) one can rewrite
the expression (4.140) as follows:

(1 − ww̄)2pp̄
2r20

− γ

r0

1 + ww̄

2|w| = EC , (4.141)

where we introduced the notation

r0 = R2
0, γ =

E

2
, −2EC = α2 + ε

E

r0
. (4.142)
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Comparing the l.h.s. of (4.141) with the expressions (4.132), (4.136) we con-
clude that (4.141) defines the energy surface of the Coulomb system on the
pseudosphere with “radius” r0, where w, p denote the complex stereographic
coordinate and its conjugated momentum, respectively. In the above, r0 is the
“radius” of the pseudosphere, while EC is the energy of the system. Hence, we
related classical isotropic oscillators on the sphere and pseudosphere with the
classical Coulomb problem on the pseudosphere.

The constants of motion of the oscillators, J and I (which coincide on the
energy surfaces (4.140)) are converted, respectively, into the doubled angular
momentum and the doubled Runge–Lenz vector of the Coulomb system

J → 2JC , I → 2A, A = − iJCJC

r0
+ γ

x̄C

|xC |
, (4.143)

where JC , JC , xC denote the rotation generators and the pseudo-Euclidean
coordinates of the Coulomb system.

We have shown above that, for establishing the quantum–mechanical cor-
respondence, we have to supplement the quantum–mechanical Bohlin trans-
formation with the reduction by the Z2 group action, choosing either even
(σ = 0) or odd (σ = 1/2) wave functions (4.73). The resulting Coulomb
system is spinless for σ = 0, and it possesses spin 1/2 for σ = 1/2.

The presented construction could be straightforwardly extended to higher
dimensions, concerning the 2p-dimensional oscillator on the (pseudo)sphere
and the (p + 1)-dimensional Coulomb-like systems, p = 2, 4. It is clear, that
the p = 2 case corresponds to the Hamiltonian reduction, associated with
the first Hopf map, and the p = 4 case is related to the second Hopf map.
Indeed, the oscillator on the 2p-dimensional (pseudo)sphere is also described
by the Hamiltonian (4.137), where the following replacement is performed:
(z, π) → (za, πa), a = 1, . . . , p, with the summation over these indices
understood. Consequently, the oscillator energy surfaces are again given by
(4.140). Then, performing the Hamiltonian reduction, associated with the pth
Hopf maps (see the previous section) we shall get the Coulomb-like system on
the (p+ 1)-dimensional pseudosphere.

For example, if p = 2, we reduce the system under consideration by the
Hamiltonian action of the U(1) group given by the generator J = i(zπ− z̄π̄).
This reduction was described in detail in Sect. 4.4. For this purpose, we have
to fix the level surface J = 2s and choose the U(1)-invariant stereographic
coordinates in the form of the conventional Kustaanheimo–Stiefel transfor-
mation (4.82). The resulting symplectic structure takes the form (4.17). The
oscillator energy surface reads

(1 − q2)2

8r20

(
p2 +

s2

q2

)
− γ

r0

1 + q2

2|q| = EC , (4.144)

where r0, γ, EC are defined by the expressions (4.142).
Interpreting q as the (real) stereographic coordinates of the three-

dimensional pseudosphere
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x = r0
2q

1 − q2
, x4 = r0

1 + q2

1 − q2
, (4.145)

we conclude that (4.144) defines the energy surface of the pseudospherical
analog of a Coulomb-like system proposed in [7], which is also known under
the name of “MIC-Kepler” system.

In the p = 4 case, we have to reduce the system by the action of the
SU(2) group and choose the SU(2)-invariant stereographic coordinates and
momenta in the form corresponding to the standard Hurwitz transformation,
which yields a pseudospherical analog of the so-called SU(2)-Kepler (or Yang–
Coulomb) system [23]. The potential term of the resulting system will be given
by the expression

VSU(2)−Kepler =
I2

r20

(
x2

5

2x2
− 2
)
− γ

2r0
x5

|x| , (4.146)

where (x, x5) are the (pseudo)-Euclidean coordinates of the ambient space
IR1.5 of the five-dimensional hyperboloid, |x|2 − x2

5; I
2 is the value of the

generator J 2
i , under which the SU(2) reduction has been performed. The

constants r0, γ are defined by the expressions (4.142).
It is interesting to clarify, which systems will the ICPN-oscillators, after

similar reductions, result in. We have checked it only for the first Hopf map,
corresponding to the case p = 2 [17, 25].To our surprise, we found that the
oscillators on ICP2 and L2 also resulted, after reduction, in the pseudospherical
MIC-Kepler system!

4.5 Supersymplectic Structures

In the previous section, we presented some elements of Hamiltonian formalism
which, in our belief, could be useful in the study of supersymmetric mechanics.

In the present section, we shall briefly discuss the Hamiltonian formal-
ism on superspaces (super-Hamiltonian formalism). The super-Hamiltonian
formalism, in its main lines, is a straightforward extension of the ordinary
Hamiltonian formalism to superspace, with a more or less obvious placement
of sign factors. Probably, from the supergeometrical viewpoint, the only qual-
itative difference appears in the existence of the odd Poisson brackets (an-
tibrackets), which have no analogs in ordinary spaces, and in the respect of
the differential forms to integration. Fortunately, these aspects are inessential
for our purposes.

The Poisson brackets of the functions f(x) and g(x) on superspaces are
defined by the expression

{f, g}κ =
∂rf

∂xA
ΩAB

κ (x)
∂lg

∂xB
, κ = 0, 1. (4.147)

They obey the conditions
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p({f, g}κ) = p(f) + p(g) + κ (grading),
{f, g}κ = −(−1)(p(f)+κ)(p(g)+κ){g, f}κ (“antisymmetricity”), (4.148)
(−1)(p(f)+1)(p(h)+κ){f, {g, h}κ}κ + cycl.perm.(f, g,h)= 0 (Jacobi id.) .

(4.149)

Here, xA are local coordinates of superspace, while ∂r

∂xA and ∂l

∂xA denote right
and left derivatives, respectively.

It is seen that the nondegenerate odd Poisson brackets can be defined
on the (N.N)-dimensional superspaces, and the nondegenerate even Poisson
brackets could be defined on the (2N.M)-dimensional ones. In this case the
Poisson brackets are associated with the supersymplectic structure

Ωκ = dzAΩ(κ)AB dzB, dΩκ = 0 , (4.150)

where Ω(κ)ABΩ
BC
κ = δC

A .
The generalization of the Darboux theorem states that locally, the

nondegenerate Poisson brackets could be transformed to the canonical form.
The canonical odd Poisson brackets look as follows:

{f, g}can
1 =

N∑
i=1

(
∂rf

∂xi

∂lg

∂θi
− ∂rf

∂θi

∂lg

∂xi

)
, (4.151)

where p(θi) = p(xi) + 1 = 1. The canonical even Poisson brackets read

{f, g}0 =
N∑

i=1

(
∂f

∂xi

∂g

∂xi+N
− ∂f

∂xi+N

∂g

∂xi

)
+

M∑
α=1

εα
∂rf

∂θα

∂lLg

∂θα
, εα = ±1 .

(4.152)
Here, xi, xi+N denote even coordinates, p(x) = 0, and θα are the odd ones
p(θ) = 1.

In a completely similar way to the ordinary (non-“super”) space, one can
show that the vector field preserving the supersymplectic structure is a lo-
cally Hamiltonian one. Hence, both types of supersymplectic structures can
be related with the Hamiltonian systems, which have the following equations
of motion:

dxA

dt
= {Hκ, x

A}κ, p(Hκ) = κ . (4.153)

Any supermanifold M underlied by the bosonic manifoldM0 can be associated
with some vector bundle VM0 of M0 [3], in the following sense. One can
choose on M local coordinates (xi, θµ), such that the transition functions
from one chart (parameterized by (xi, θµ)) to the other chart (parameterized
by (x̃i, θ̃µ)) look as follows:

x̃i = x̃i(x), θ̃µ = Aµ
ν (x)θν . (4.154)

Changing the parity of θ: p(θµ) = 1 → p(θµ) = 0, we shall get the vector
bundle VM0 of M0.
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Any supermanifold equipped with the odd symplectic structure, is as-
sociated with the cotangent bundle of M0 [26], so that the odd symplectic
structure could be globally transformed to the canonical form, with the odd
Poisson bracket given by the expression (4.151). Hence, the functions on the
odd symplectic manifold could be interpreted as contravariant antisymmetric
tensors on M0.

The structure of the even symplectic manifold is not so rigid: there is
a variety of ways to extend the given symplectic manifold (M0, ω) to the
supersymplectic ones, associated with the vector bundle VM0. On these su-
permanifolds one can (globally) define the even symplectic structure

Ω = ω + d (θµgµν(x)Dθν)

= ω +
1
2
Rνµkiθ

νθµ dxi ∧ dxk + gµνDθν ∧ Dθµ , (4.155)

Here xi are local coordinates of M0 and θµ are the (odd) coordinates in the
bundle; gµν = gµν(x) are the components of the metrics in the bundle, while
Dθµ = dθµ +Γµ

νi θ
νdxi, where Γµ

iν are the connection components respecting
the metric in the bundle

gµν;k = gµν,k − gµαΓ
α
kν − gανΓ

α
kµ = 0 . (4.156)

We used the following notation as well: Rµνki = gµαR
α
νki, where Rµ

νki are the
components of connection’s curvature

Rν
αki = −Γ ν

kα,i + Γ ν
iα,k + Γ ν

kβΓ
β
iα − Γ ν

iβΓ
β
kα ; Rν

αik = −Rν
αki .

Let us consider the coordinate transformation (4.154). With respect to this
transformation, the connection components transform as follows:

Γ̄µ
iν = Aµ

λΓ
λ
kα

∂rx
k

∂x̄i
Bα

ν −Aµ
α,kB

α
ν

∂rx
k

∂x̄i
, A ν

µ B λ
ν = δλ

µ. (4.157)

Since Dθν transforms homogeneously under (4.154), Dθ̄ν = DθµA ν
µ (x), we

conclude that the supersymplectic structure (4.155) is covariant under (4.154)
as well.

The corresponding Poisson brackets look as follows:

{f, g} = (∇if) ω̃ij(∇jg) + α
∂rf

∂θµ
gµν ∂lg

∂θν
; (4.158)

where

ω̃im(ωmj +
1
2
Rνµmjθ

νθµ) = δi
j , ∇i =

∂

∂xi
− Γ k

ij(x) θja ∂

∂θka
.

On the supermanifolds one can define also the analog of the Kähler struc-
tures. We shall call the complex symplectic supermanifold an even (odd)
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Kähler one, when the even (odd) symplectic structure is defined by the ex-
pression

Ωκ = i(−1)pA(pB+κ+1)g(κ)AB̄ dzA ∧ dz̄B , (4.159)

where

g(κ)AB̄ = (−1)(pA+κ+1)(pB+κ+1)+κ+1g(κ)BĀ, p(g(κ)AB̄) = pA + pB + κ.

Here and in the following, the index κ = 0(1) denotes the even (odd) case.
The Kähler potential on the supermanifold is a local real even (odd) func-

tion Kκ(z, z̄) defining the Kähler structure

g(κ)AB̄ =
∂l

∂zA

∂r

∂z̄B
Kκ(z, z̄). (4.160)

As in the usual case, Kκ is defined up to arbitrary holomorphic and antiholo-
morphic functions.

With the even (odd) form Ωκ one can associate the even (odd) Poisson
bracket

{f, g}κ = i

(
∂rf

∂z̄A
g(κ)ĀB ∂lg

∂zB
− (−1)(pA+κ)(pB+κ) ∂rf

∂zA
g(κ)ĀB ∂lg

∂z̄B

)
,

(4.161)
where

g(κ)ĀBg(κ)BC̄ = δĀ
C̄ , g(κ)ĀB = (−1)(pA+κ)(pB+κ)g(κ)B̄A .

Example. Let us consider the supermanifold ΛM associated with the tangent
bundle of the Kähler manifold M0. On this supermanifold one can define the
even and odd Kähler potentials [27]

K0 = K(z, z̄) + F (igab̄σ
aσ̄b), K1 =

∂K(z, z̄)
∂za

σa +
∂K(z, z̄)
∂z̄a

σ̄a , (4.162)

where K(z, z̄) is a Kähler potential on M0, gab̄ = ∂2K/∂za∂z̄b, and F (x) is
a real function which obeys the condition F ′(0) �= 0. It is clear that these
functions define even and odd Kähler structures on ΛM0, respectively.

Finally, let us notice that the analog of the Liouville measure for the even
supersymplectic symplectic structure Ω0 reads

ρ =
√

BerΩ(0)AB , (4.163)

while the odd symplectic structure has no similar invariant [28]. Indeed, one
can verify that the even super-Hamiltonian vector field is always divergence-
less, str{H, }0 = 0 (similarly to the non-super-Hamiltonian vector field),
while in the case of the odd super-Hamiltonian vector field this property of
the Hamiltonian vector field fails. As a consequence, in the latter case the
so-called ∆-operator can be defined [29], which plays a crucial role in the
Batalin–Vilkovisky formalism (Lagrangian BRST quantization formalism)
[30].
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4.5.1 Odd Super-Hamiltonian Mechanics

Let us consider the supermanifold ΛM , associated with the tangent bundle of
the symplectic manifold (M,ω), i.e., the external algebra of (M,ω). In other
words, the odd coordinates θi transform from one chart to another like dxi,
and they can be interpreted as the basis of the 1-forms on M . By the use of
the ω we can equip ΛM with the odd symplectic structure

Ω1 = d
(
ωijθ

j dxi
)

= ωij dxi ∧ dθj +
1
2
ωki,jθ

j dxk ∧ dxi. (4.164)

The corresponding odd Poisson brackets are defined by the following relations:

{xi, xj}1 = 0, {xi, θj}1 = ωij , {θi, θj}1 =
∂ωij

∂xk
θk , (4.165)

where ωijωjk = δi
k.

Let us define, on ΛM , the even function

F = −1
2
θiωijθ

j , : {F, F}1 = 0 , (4.166)

where the latter equation holds due to the closeness of ω. By making use of
this function, one can define the map of any function on M in the odd function
on ΛM

f(x) → Qf (x, θ) = {f(x), F (x, θ)}1 , (4.167)

which possesses the following important property:

{f(x), g(x)} = {f(x), Qg(x, θ)}1 for any f(x), g(x) . (4.168)

In particular (4.167) maps the Hamiltonian mechanics (M,ω,H(x)) in the
following super-Hamiltonian one: (ΛM,Ω1, QH = {H,F}1), where QH plays
the role of the odd Hamiltonian on ΛM .

The functions H,F,QH form the superalgebra

{H ± F,H ± F}1 = ±2QH ,
{H + F,H − F}1 = {H ± F,QH}1 = {QH , QH}1 = 0 , (4.169)

i.e., the resulting mechanics possesses the supersymmetry transformation de-
fined by the “supercharge” H +F . This superalgebra has a transparent inter-
pretation in terms of base manifold (M,ω)

{H, }1 = ξi
H

∂

∂θi
→ ı̂H − contraction with ξH ,

{F, }1 = θi ∂

∂xi
→ d̂− exterior differential,

{Q, }1 = ξi
H

∂

∂xi
+ ξi

H,kθ
k ∂

∂θi
→ L̂H − Lie derivative along ξH ,
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while, using the Jacobi identity (4.149), we get

{H,F}1 = QH → d̂ı̂H + ı̂H d̂ = L̂H − homotopy formula .

Hence, the above dynamics could be useful for the description of the differen-
tial calculus on the symplectic (and Poisson) manifolds. Particularly, it has a
nice application in equivariant cohomology and related localization formulae
(see [31] and refs. therein).

However, the presented supersymmetric model has no deep dynamical
meaning, since the odd Poisson brackets do not admit any consistent quanti-
zation scheme. Naively, this is reflected in the fact that conjugated operators
should have opposite Grassmann grading, so that the Planck constant must
be a Grassmann-odd number.

Moreover, the presented supersymmetric mechanics is not interesting even
from the classical viewpoint. Its equations of motion read

dxi

dt
= {xi, QH}1 = ξi

H ,
dθi

dt
= {θi, QH}1 =

∂ξi
H

∂xj
θj ,

i.e., the “fermionic” degrees of freedom have no impact in the dynamics of the
“bosonic” degrees of freedom.

Nevertheless, the odd Poisson brackets are widely known, since 1981, in the
theoretical physics community under the name of “antibrackets.” That was
the year, when Batalin and Vilkovisky suggested their Covariant Lagrangian
BRST quantization formalism (which is known presently as the Batalin–
Vilkovisky formalism) [30], where the antibrackets (odd Poisson brackets)
play the key role. However, only decades after, this elegant formalism was un-
derstood in terms of conventional supergeometrical constructions [26, 29]. It
seems that the Batalin–Vilkovisky formalism could also be useful for the geo-
metrical (covariant) formulation of the superfield approach to the construction
of supersymmetric Lagrangian field-theoretical and mechanical models [32].

We shall not touch upon these aspects of super-Hamiltonian systems, and
will restrict ourselves to the consideration of supersymmetric Hamiltonian
systems with even symplectic structure.

4.5.2 Hamiltonian Reduction: ICN+1.M → ICPN .M ,
Λ ICN+1 → Λ ICPN

The procedure of super-Hamiltonian reduction is very similar to the Hamil-
tonian one. The main difference is in the counting of the dimensionality of the
phase superspace. Namely, we should separately count the number of “fermi-
onic” and “bosonic” degrees of freedom, which were eliminated during the
reduction.

Instead of describing the extension of the Hamiltonian reduction to the
supercase, we shall illustrate it by considering superextensions of the reduction
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ICN+1 → ICPN presented in Sect. 4.5. These examples were considered in
details in [33].

Let us consider the complex superspace ICN+1,M parameterized by the
complex coordinates (uã, ηn), ã = 0, 1, . . . , N , n = 1, . . . ,M . Let us equip it
with the canonical symplectic structure

Ω0 = i(duã ∧ d̄uã − idηn ∧ dη̄n)

and with the corresponding even Poisson bracket

{f, g}0 = i

(
∂f

∂uã

∂g

∂ūã
− ∂f

∂ūã

∂g

∂uã

)
+

∂rf

∂ηn

∂lg

∂η̄n
+

∂rf

∂η̄n

∂lg

∂ηn
. (4.170)

The (super-)Hamiltonian action of the U(1) group is given, on this space, by
the generator

J0 = uãūã − iηnη̄n . (4.171)

For the reduction of ICN+1.M by this generator, we have to factorize the (2N+
1.2M)IR-dimensional level supersurface

J0 = r20 (4.172)

by the even super-Hamiltonian vector field {J0, } (which is tangent to that
surface). Hence, the resulting phase superspace is a (2N.2M)IR-dimensional
one.

Hence, for the role of local coordinates of the reduced phase space, we have
to choose the N even and M odd complex functions commuting with J0. On
the chart uã �= 0, appropriate functions are the following ones:

zA
(ã) =

(
za
(ã) =

ua

uã
, θk

(ã) =
ηk

uã
, a �= ã

)
: {zA

(ã),J0}0 = 0 . (4.173)

The reduced Poisson brackets could be defined by the expression {f, g}red
0 =

{f, g}0 |J0=r2
0
, where f, g are functions depending on the coordinates zA

(ã), z̄
A
(b̃)

.
Straightforward calculations yield the result

{zA, zB}red
0 = {z̄A, w̄B}red

0 = 0,

{zA, z̄B}red
0 = (i)pApB+1 1 + (−i)pCzC z̄C

r20

(
δAB + (−i)pApBzAw̄B

)
.

It is seen that these Poisson brackets are associated with a Kähler structure.
This Kähler structure is defined by the potential

K = r20 log(1 + (−i)pCzC z̄C̄) . (4.174)

The transition functions from the ãth chart to the b̃th one look as follows:
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zc̃
(ã) =

zc̃
(b̃)

zã
(b̃)

, θk
(ã) =

θk
(b̃)

zã
(b̃)

, where zã
(b̃)

=
(
wa

(b̃)
, wã

(ã) = 1
)
. (4.175)

Upon these transformations the Kähler potential changes on the holomor-
phic and antiholomorphic functions, i.e., the reduced phase space is indeed
a Kähler supermanifold. We shall refer to it as ICPN .M . The quantization of
this supermanifold is considered in [34].

Now, let us consider the Hamiltonian reduction of the superspace ICN+1,N+1

by the action of the N = 2 superalgebra, given by the generators

J0 = uãūã − iηãη̄ã, Θ+ = uãη̄ã, Θ− = ūãηã :
{Θ+, Θ−} = J0, {Θ±, Θ±} = {Θ±,J0} = 0 . (4.176)

The equations
J0 = r20, Θ± = 0 (4.177)

define the (2N + 1.2N)-dimensional level surface Mr2
0,0,0. The reduced phase

superspace can be defined by the factorization of Mr2
0 ,0,0 by the action of

the tangent vector field {J , }0. Hence, the reduced phase superspace is a
(2N.2N)IR-dimensional one. The conventional local coordinates of the reduced
phase superspace could be chosen as follows (on the chart u0 �= 0):

σa = −i{za, Θ+} = θa − θ0za, wa = za + i
Θ−

J0
σa , (4.178)

where za, θ0, θa are defined by (4.173). The reduced Poisson brackets are de-
fined as follows:

{f, g}red
0 = {f, g}0 |J=r2

0 ,Θ±=0,

where f, g are the functions on (wa, σa). Straightforward calculations result
in the following relations:

{wA, wB}red
0 = {w̄A, w̄B}red

0 = 0, where wA = (wa, σa)

{wa, w̄b}red
0 = i

A

r20
(δab + waw̄b) − σaσ̄b

r20
,

{wa, σ̄b}red
0 = i

A

r20

(
waσ̄b + µ(δab + waw̄b)

)
(4.179)

{σa, σ̄b}red
0 =

A

r20

(
(1 + iµµ̄)δab + waw̄b + i(σa + µwa)(σ̄b + µ̄w̄b

)
,

and

A = 1 + waw̄a − iσaσ̄a +
iσaw̄aσ̄bwb

1 + wcw̄c
, µ =

w̄aσa

1 + wbw̄b
.

These Poisson brackets are associated with the Kähler structure defined
by the potential
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K = r20 logA(w, w̄, σ, σ̄) = r20 log(1 + waw̄a) + r20 log(1 − igab̄σ
aσ̄b) .

(4.180)
where gab̄(w, w̄) is the Fubini-Study metric on ICPN .

The transition functions from the ãth chart to the b̃th one reads

wc̃
(b̃)

=
wc̃

(ã)

wb̃
(ã)

, σc̃
(b̃)

=
σc̃

(ã)x
b̃
(ã) − wc̃

(ã)σ
b̃
(ã)

(wb̃
(ã))

2
,

where (wã
(ã) = 1, σb̃

(b̃)
= 0). Hence, σa transforms like dwa, i.e., the reduced

phase superspace is Λ ICPN , the external algebra of the complex projective
space ICPN .

Remark 1. On ICN+1,N+1 one can define the odd Kähler structure as well,
Ω1 = dun ∧dη̄n +dūn ∧dηn. It could be reduced to the odd Kähler structure
on Λ ICPN by the action of the generators

J0 = zz̄, Q = zη̄ + z̄η .

Remark 2. The generalization of the reduction T ∗
IC2 → T∗IR3, where the

latter is specified by the presence of a Dirac monopole, is also straightforward.
One should consider the (4.M) IC-dimensional superspace equipped with the
canonical even symplectic structure Ω0 = dπ ∧ dz + dπ̄ ∧ dz̄ + dη ∧ dη̄, and
reduce it by the Hamiltonian action of the U(1) group given by the generator
J = iπz − iπ̄z̄ − iηη̄. The resulting space is a (6.2M)IR-dimensional one. Its
even local coordinates could be defined by the same expressions, as in the
bosonic case (4.82), while the odd coordinates could be chosen as follows:
θm = f(zz̄)z̄0ηm.

4.6 Supersymmetric Mechanics

In the previous sections, we presented some basic elements of the Hamiltonian
and super-Hamiltonian formalism. We paid special attention to the examples,
related with Kähler geometry, keeping in mind that the latter is of a special
importance in supersymmetric mechanics. Indeed, the incorporation of the
Kähler structure(s) is one of the standard ways to increase the number of
supersymmetries of the system.

Our goal is to construct the supersymmetric mechanics with N ≥ 2 super-
symmetries. This means that, on the given phase superspace equipped with
even symplectic structure, we should construct the Hamiltonian H which has
N = N odd constants of motion Qi forming the superalgebra

{Qi, Qj} = 2δijH, {Qi,H} = 0 . (4.181)

This kind of mechanics is referred to as “N = N supersymmetric mechanics”.
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It is very easy to construct the N = 1 supersymmetric mechanics with
single supercharges: we should simply take the square (under a given nonde-
generate even Poisson bracket) of the arbitrary odd function Q1, and consider
the resulting even function as the Hamiltonian

{Q1, Q1} ≡ 2HSUSY :⇒ {Q1,HSUSY } = 0 . (4.182)

However, the case of N = 1 supersymmetric mechanics is not an interesting
system, both from the dynamical and field-theoretical viewpoints.

If we want to construct the N > 1 supersymmetric mechanics, we must
specify both the underlying system and the structure of phase superspace.

Let us illustrate it on the simplest examples of N = 2 supersymmetric me-
chanics. For this purpose, it is convenient to present the N = 2 superalgebra
as follows:

{Q+, Q−} = H, {Q±, Q±} = 0 , (4.183)

where Q± = (Q1±iQ2)/
√

2. Hence, we have to find the odd complex function,
which is nilpotent with respect to the given nondegenerate Poisson bracket,
in order to construct the appropriate system.

Let us consider a particular example, when the underlying system is de-
fined on the cotangent bundle T ∗M0, and it is given by (4.12).

To supersymmetrize this system, we extend the canonical symplectic struc-
ture as follows:

Ω = dpa ∧ dxa +
1
2
Rabcdθ

a
+θ

b
−dxc ∧ dxd + gabDθ

a
+ ∧Dθb

− , (4.184)

where Dθa
± ≡ dθa

± + Γ a
bcθ

b
±dxc, and Γ a

bc, Rabcd are the components of the
connection and curvature of the metrics gabdxadxb on M0.

We choose the following candidate for a complex supercharge:

Q± = (pa ± iW,a)θa
± : {Q±, Q±} = 0 . (4.185)

Hence, the supersymmetric Hamiltonian could be constructed by the calcula-
tion of the Poisson brackets of these supercharges.

H ≡ {Q+, Q−} =
1
2
gab(papb +W,aW,b) +Wa;bθ

a
+θ

b
− +Rabcdθ

a
−θ

b
+θ

c
−θ

d
+ .

(4.186)
The “minimal” coupling of the magnetic field, Ω → Ω+Fabdxa ∧dxb, breaks
the N = 2 supersymmetry of the system

{Q±, Q±} = Fabθ
a
±θ

b
±, {Q+, Q−} = H + iFabθ

a
+θ

b
−.

Notice that the Higgs oscillator on the sphere SN , considered in Sect. 4.5,
could be supersymmetrized in this way, choosing W = α

2 log 2+q2

2−q2 , with q
being the conformal coordinates of the sphere.

One of the ways to extend this construction to N = 4 supersymmetric
mechanics is the doubling of the number of odd degrees of freedom. It was
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considered, within the (Lagrangian) superfield approach in [35]. In this pa-
per, the authors considered the (2N.2N)IR-dimensional superspace and the
supercharges containing term cubic on odd variables. Calculating the Poisson
brackets, the authors found that the admissible metrics of the configuration
space of that system should have the following local form:

gab =
∂2A(x)
∂xa∂xb

. (4.187)

The admissible set of potentials looks, in this local coordinates, as follows:
V = gabc

ab + gabdaf , where cab and dab are constant matrices.
So, considering the Hamiltonian system with generic phase spaces, we

found that without any efforts it could be extended to N = 1 supersymmetric
mechanics. For the construction of N = 2 supersymmetric mechanics we were
forced to restrict ourselves to systems on the cotangent bundle of Riemann
manifolds. Even after this strong restriction, we found that the inclusion of a
magnetic field breaks the supersymmetry of the system. On the other hand,
in trying to construct N = 4 supersymmetric mechanics, we found that in
this case even the metric of the configuration space and the admissible set of
potentials are strongly restricted.

In further examples we shall show that the transition to Kähler geometry
makes these restrictions much weaker.

4.6.1 N = 2 Supersymmetric Mechanics with Kähler Phase Space

Let us consider a supersymmetric mechanics whose phase superspace is the
external algebra of the Kähler manifold ΛM , where (M, gab̄(z, z̄)dzadz̄b̄) is
the phase space of the underlying Hamiltonian mechanics [36]. The phase
superspace is (D|D) IC-dimensional supermanifold equipped with the Kähler
structure

Ω = i∂∂̄
(
K − igab̄θ

aθ̄b̄
)

= i(gab̄ + iRab̄cd̄θ
cθ̄d̄) dza ∧ dz̄b̄ + gab̄Dθ

a ∧Dθ̄b̄,

where Dθa = dθa + Γ a
bcθ

c dzc, and Γ a
bc, Rab̄cd̄ are the Cristoffel symbols and

curvature tensor of the underlying Kähler metrics gab̄ = ∂a∂b̄K(z, z̄), respec-
tively.

The corresponding Poisson bracket can be presented in the form

{ , } = ig̃ab̄∇a ∧ ∇̄b̄ + gab̄ ∂

∂θa
∧ ∂

∂θ̄b̄
(4.188)

where
∇a =

∂

∂za
− Γ c

abθ
b ∂

∂θc
, g̃−1

ab̄
= (gab̄ + iRab̄cd̄θ

cθ̄d̄) .

On this phase superspace one can immediately construct N = 2 supersym-
metric mechanics, defined by the supercharges
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Q0
+ = ∂aK(z, z̄)θa, Q0

− = ∂āK(z, z̄)θ̄ā (4.189)

where K(z, z̄) is the Kähler potential of M , defined up to holomorphic and
antiholomorphic functions, K(z, z̄) → K(z, z̄) + U(z) + Ū(z̄).

The Hamiltonian of the system reads

H0 = gab̄∂aK∂b̄K − igab̄θ
aθ̄b̄ + iθcKc;ag̃

ab̄Kb̄;d̄θ̄
d̄ (4.190)

where Ka;b = ∂a∂bK − Γ c
ab∂cK.

Another example of N = 2 supersymmetric mechanics is defined by the
supercharges

Qc
+ = ∂aG(z, z̄)θa, Qc

− = ∂āG(z, z̄)θ̄ā , (4.191)

where the real function G(z, z̄) is the Killing potential of the underlying Kähler
structure

∂a∂bG− Γ c
ab∂cG = 0, Ga(z) = gab̄∂b̄G(z, z̄) . (4.192)

In this case the Hamiltonian of system reads

Hc = gab̄G
aGb̄ + iθ̄d̄Gad̄g̃

ab̄Gcb̄θ
c , (4.193)

where Gab̄ = ∂a∂b̄G(z, z̄).
The commutators of the supercharges in these particular examples read

{Qc
±, Q

0
±} = R±, {Qc

±, Q
0
∓} = Z , (4.194)

where

Z̃ ≡ G(z, z̄) + iGab̄(z, z̄)θ
aθ̄b̄, R+ = iθcKc;ag̃

ab̄Gb̄;dθ
d, R− = R̄+ .

(4.195)
Hence, introducing the supercharges

Θ± = Q0
± ± iQc

∓ , (4.196)

we can define N = 2 SUSY mechanics specified by the presence of the central
charge Z

{Θ+, Θ−} = H̃, {Θ±, Θ±} = ±iZ
{Z, Θ±} = 0, −{H̃, Θ∓} = 0, {Z, H̃} = 0 .

(4.197)

The Hamiltonian of this generalized mechanics is defined by the expression

H̃ = H0 + Hc + iR+ − iR−. (4.198)

A “fermionic number” is of the form

F̃ = igab̄θ
aθ̄b̄ : {F̃ , Θ±, } = ±iΘ± . (4.199)

It seems that, on the external algebra of the hyper-Kahler manifold, in the
same manner one could construct N = 4 supersymmetric mechanics. On
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the other hand, the hyper-Kähler manifolds are the cotangent bundle of the
Kähler manifolds equipped with Ricci-flat metrics.

We shall demonstrate, in the next examples, that these restrictions can be
too strong. Namely, choosing the underlying phase space to be the cotangent
bundle of the Kähler manifold, we will double the number of supercharges
and get the N = 4 supersymmetric mechanics on the cotangent bundles of
generic Kähler manifolds and the N = 8 ones on the cotangent bundles of the
special Kähler manifolds.

4.6.2 N = 4 Supersymmetric Mechanics

Let us show that the Hamiltonian mechanics (4.12) could be easily extended
to the N = 4 supersymmetric mechanics, when the configuration space M0

is the Kähler manifold (M0, gab̄ dza dz̄b̄), gab̄ = ∂2K(z, z̄)/∂za∂z̄b, and the
potential term has the form

V (z, z̄) =
∂Ū(z̄)
∂z̄a

gāb ∂U(z)
∂zb

.

For this purpose, let us define the supersymplectic structure

Ω = ω0 − i∂∂̄g
= dπa ∧ dza + dπ̄a ∧ dz̄a +Rab̄cd̄η

a
i η̄

b
i dza ∧ dz̄b + gab̄Dη

a
i ∧Dη̄b

i
(4.200)

where
g = igab̄η

aσ0η̄
b, Dηa

i = dηa
i + Γ a

bcη
a
i dza, i = 1, 2

Γ a
bc, Rab̄cd̄ are the connection and curvature of the Kähler structure, respec-

tively, and the odd coordinates ηa
i belong to the external algebra ΛM0, i.e.,

they transform as dza. This symplectic structure becomes canonical in the
coordinates (pa, χ

k)

pa = πa − i
2∂ag, χm

i = em
b η

b
i :

Ω = dpa ∧ dza + dp̄ā ∧ dz̄ā + dχm
i ∧ dχ̄m̄

i ,
(4.201)

where em
a are the einbeins of the Kähler structure: em

a δmm̄ēm̄
b̄

= gab̄. The
corresponding Poisson brackets are defined by the following nonzero relations
(and their complex-conjugates):

{πa, z
b} = δb

a, {πa, η
b
i } = −Γ b

acη
c
i ,

{πa, π̄b} = −Rab̄cd̄η
c
kη̄

d
k, {ηa

i , η̄
b
j} = gab̄δij .

Let us represent the N = 4 supersymmetry algebra as follows:

{Q+
i , Q

−
j } = δijH, {Q±

i , Q
±
j } = {Q±

i ,H} = 0, i = 1, 2 , (4.202)

and choose the supercharges given by the functions
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Q+
1 = πaη

a
1 + iUāη̄

ā
2 , Q+

2 = πaη
a
2 − iUāη̄

ā
1 . (4.203)

Then, calculating the commutators (Poisson brackets) of these functions, we
get that the supercharges (4.203) belong to the superalgebra (4.202), when
the functions Ua, Ūā are of the form

Ua(z) =
∂U(z)
∂za

, Ūā(z̄) =
∂Ū(z̄)
∂z̄a

, (4.204)

while the Hamiltonian reads

H = gab̄(πaπ̄b + UaŪb̄) − iUa;bη
a
1η

b
2 + iŪā;b̄η̄

ā
1 η̄

b̄
2 −Rab̄cd̄η

a
1 η̄

b
1η

a
2 η̄

d
2 , (4.205)

where Ua;b ≡ ∂a∂bU − Γ c
ab∂cU .

Now, following [37], let us extend this system to N = 4 supersymmetric
mechanics with central charge

{Θ+
i , Θ

−
j } = δijH + Zσ3

ij , {Θ±
i , Θ

±
j } = 0, {Z,H} = {Z, Θ±

k } = 0. (4.206)

For this purpose one introduces the supercharges

Θ+
1 = (πa + iG,a(z, z̄)) ηa

1 + iŪ,ā(z̄)η̄ā
2 ,

Θ+
2 = (πa − iG,a(z, z̄)) ηa

2 − iŪ,ā(z̄)η̄ā
1 ,

(4.207)

where the real function G(z, z̄) obeys the conditions (4.192) and ∂āGg
ābUb =

0. So, G is a Killing potential defining the isometry of the underlying Kähler
manifold (given by the vector G = Ga(z)∂a+Ḡa(z̄)∂̄a, Ga = igab̄∂̄bG) which
leaves the holomorphic function U(z) invariant

LGU = 0 ⇒ Ga(z)Ua(z) = 0 .

Calculating the Poisson brackets of these supercharges, we get explicit
expressions for the Hamiltonian

H ≡ gab̄
(
πaπ̄b̄ +G,aGb̄ + U,aŪ,b̄

)
−iUa;bη

a
1η

b
2 + iŪā;b̄η̄

ā
1 η̄

b̄
2 + 1

2Gab̄(ηa
k η̄

b̄
k) −Rab̄cd̄η

a
1 η̄

b
1η

c
2η̄

d
2

(4.208)

and for the central charge

Z = i(Gaπa +Gāπ̄ā) +
i

2
∂a∂̄b̄G(ηaσ3η̄

b̄) . (4.209)

It can be checked by a straightforward calculation that the function Z indeed
belongs to the center of the superalgebra (4.206). The scalar part of each
phase with standard N = 2 supersymmetry can be interpreted as a particle
moving on the Kähler manifold in the presence of an external magnetic field,
with strength F = iGab̄dza ∧ dz̄b̄, and in the potential field U,a(z)gab̄Ū,b̄(z̄).

Assuming that (M0, gab̄ dza dz̄b) is the hyper-Kähler metric, U(z)+Ū(z̄) is
a triholomorphic function and G(z, z̄) defines a triholomorphic Killing vector,
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one should get N = 8 supersymmetric mechanics. In this case, instead of
the phase with standard N = 2 supersymmetry arising in the Kähler case,
we shall get the phase with standard N = 4 supersymmetry. This system
could be straightforwardly constructed by the dimensional reduction of the
N = 2 supersymmetric (1 + 1)-dimensional sigma-model by Alvarez-Gaumé
and Freedman [38].

N = 8 Mechanics

We have seen that the transition from the generic Riemann space to the
generic Kähler space allows one to double the number of supersymmetries
from N = 2 to N = 4, with the appropriate restriction of the admissible set
of potentials.

On the other hand, we mentioned that the doubling of the number of
odd variables and the restriction the Riemann metric allow one to construct
the N = 4 supersymmetric mechanics [35]. Now, following the paper [39],
we shall show that a similar procedure, applied to the systems on Kähler
manifolds, permits to construct the N = 8 supersymmetric mechanics, with
the supersymmetry algebra1

{Qiα, Qjβ} = {Qiα, Qjβ} = 0, {Qiα, Qjβ} = εαβεijHSUSY , (4.210)

where i, j = 1, 2, α, β = 1, 2.
We present the results for the mechanics without (bosonic) potential term.

The respective systems with potential terms are constructed in [40].
To construct the N = 8 supersymmetric mechanics, let us define the

(2d.4d) IC-dimensional symplectic structure

Ω = dA = dπa∧dza +dπ̄a∧dz̄a−Rab̄cd̄η
c
iαη̄

d|iα dza∧dz̄b +gab̄Dη
a
iα∧Dη̄b|iα ,

where

A = πadza + π̄a dz̄a +
1
2
ηa

iαgab̄Dη̄
b|iα +

1
2
η̄b

iαgab̄Dη
a|iα , (4.211)

and Dηa
iα = dηa

iα + Γ a
bcη

b
iαdz

c. The corresponding Poisson brackets are given
by the following nonzero relations (and their complex-conjugates):

{πa, z
b} = δb

a, {πa, η
b
iα} = −Γ b

acη
c
iα ,

{πa, π̄b} = Rab̄cd̄η
c
iαη̄

d|iα, {ηa
iα, η̄

b|jβ} = gabδj
i δ

β
α .

(4.212)

Let us search the supercharges among the functions

Qiα = πaη
a
iα +

1
3
f̄abcT̄

abc
iα , Qiα = π̄aη̄

a
iα +

1
3
fabcT

abc
iα , (4.213)

where T abc
iα ≡ ηa

iβη
bjβηc

jα.

1 We use the following convention: εijε
jk = δk

i , ε12 = ε21 = 1.
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Calculating the mutual Poisson brackets of Qiα, Qiα one can get, that they
obey the N = 8 supersymmetry algebra, provided the following relations hold:

∂

∂z̄d
fabc = 0 , Rab̄cd̄ = −faceg

ee′
f̄e′bd . (4.214)

The above equations guarantee, respectively, that the first and second equa-
tions in (4.210) are fulfilled. Then we could immediately get the N = 8
supersymmetric Hamiltonian

HSUSY = πag
abπ̄b +

1
3
fabc;dΛ

abcd +
1
3
f̄abc;dΛ̄

abcd +fabcg
cc̄′ f̄c′deΛ

abd̄ē
0 , (4.215)

where

Λabcd ≡ −1
4
ηa

iαη
biβηc

kβη
dkα, Λabc̄d̄

0 ≡ 1
2
(ηaα

i ηb
jαη̄

cβiη̄dj
β + ηai

α ηb
iβ η̄

cjαη̄dβ
j ),

and fabc;d = fabc,d − Γ e
dafebc − Γ e

dbfaec − Γ e
dcfabe is the covariant derivative of

the third rank covariant symmetric tensor.
Equation (4.214) precisely mean that the configuration space M0 is a spe-

cial Kähler manifold of the rigid type [41]. Taking into account the symmetriz-
ing of fabc over spatial indices and the explicit expression of Rab̄cd̄ in terms of
the metric gab, we can immediately find the local solution for (4.214)

fabc =
∂3f(z)

∂za∂zb∂zc
, gab̄ = eiν ∂

2f(z)
∂za∂zb

+ e−iν ∂
2f̄(z̄)

∂z̄a∂z̄b
, (4.216)

where ν = const. ∈ IR.
Redefining the local function, f → ie−iνf , we shall get the ν-parametric

family of supersymmetric mechanics, whose metric is defined by the Kähler
potential of a special Kähler manifold of the rigid type. Surely, this local
solution is not covariant under arbitrary holomorphic transformation, and it
assumes the choice of a distinguished coordinate frame.

The special Kähler manifolds of the rigid type became widely known during
last decade due to the so-called “T-duality symmetry”: in the context of N =
2, d = 4 super-Yang–Mills theory, it connects the UV and IR limit of the
theory [42]. The “T-duality symmetry” is expressed in the line below

(za, f(z)) ⇒
(
ua =

∂f(z)
∂za

, f̃(u)
)
, where

∂2f̃(u)
∂ua∂uc

∂f

∂zc∂zb
= −δa

b .

(4.217)
It is clear that the symplectic structure is covariant under the following holo-
morphic transformations:

z̃a = z̃a(z), η̃a
iα =

∂z̃a(z)
∂zb

ηb
iα, π̃a =

∂zb

∂z̃a
πb , (4.218)

By the use of (4.218), we can extend the duality transformation (4.217) to the
whole phase superspace (πa, z

a, ηa
iα) → (pa, ua, ψa|iα)
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ua = ∂af(z), pa ∂2f

∂za∂zb
= −πb, ψiα

a =
∂2f

∂za∂zb
ηb|iα . (4.219)

Taking into account the expression of the symplectic structure in terms of the
presymplectic one-form (4.211), we can easily perform the Legendre transfor-
mation of the Hamiltonian to the (second-order) Lagrangian

L = A(d/dt) −HSUSY |πa=gab̄
˙̄zb

= gab̄ż
a ˙̄zb +

1
2
ηa

iαgab̄

Dη̄b|iα

dt
+

1
2
η̄b

iαgab̄

Dηa|iα

dt
(4.220)

−1
3
fabc;dΛ

abcd − 1
3
f̄abc;dΛ̄

abcd − fabcg
cc̄′ f̄c′deΛ

abd̄ē
0 .

Here, we denoted d/dt = ża∂/∂za + η̇a
iα∂/∂η

a
iα + c.c. Clearly, the Lagrangian

(4.220) is covariant under holomorphic transformations (4.218), and the du-
ality transformation as well. The prepotential f̃(u) is connected with f(z) by
the Legendre transformation

f̃(u) = f̃(u, z)|ua=∂af(z), f̃(u, z) = uaz
a − f(z) .

4.6.3 Supersymmetric Kähler Oscillator

So far, the Kähler structure allowed us to double the number of supersymme-
tries in the system. One can hope that in some cases this could be preserved
after inclusion of constant magnetic field, since this field usually respects the
Kähler structure. We shall show, on the example of the Kähler oscillator
(4.126), that it is indeed a case.

Let us consider, following [17, 43], the supersymmetrization of a specific
model of Hamiltonian mechanics on the Kähler manifold (M0, gab̄ dzadz̄b̄)
interacting with the constant magnetic field B, viz

H = gab̄(πaπ̄b +α2∂aK∂̄bK), Ω0 = dπa∧dza +dπ̄a∧dz̄a + iBgab̄ dza∧dz̄b ,
(4.221)

where K(z, z̄) is a Kähler potential of configuration space.
Remind, that the Kähler potential is defined up to holomorphic and an-

tiholomorphic terms, K → K + U(z) + Ū(z̄). Hence, in the limit ω → 0 the
above Hamiltonian takes the form

H = gab̄(πaπ̄b + ∂aU(z)∂̄bŪ(z̄)) , (4.222)

i.e., it admits, in the absence of magnetic field, a N = 4 superextension.
Notice, also, that in the “large mass limit,” πa → 0, this system results in

the following one:

H0 = ω2gab̄∂aK∂̄bK, Ω0 = iBgab̄ dza ∧ dz̄b,

which could be easily extended to N = 2 supersymmetric mechanics.
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We shall show that, although the system under consideration does not pos-
sess a standard N = 4 superextension, it admits a superextension in terms
of a nonstandard superalgebra with four fermionic generators, including, as
subalgebras, two copies of the N = 2 superalgebra. This nonstandard super-
extension respects the inclusion of a constant magnetic field.

We use the following strategy. At first, we extend the initial phase space to
a (2N.2N) IC-dimensional superspace equipped with the symplectic structure

Ω = ΩB − iRab̄cd̄η
c
i η̄

d
i ) dza ∧ dz̄b + gab̄Dη

a
i ∧Dη̄b

i , (4.223)

where ΩB is given by (4.36). The corresponding Poisson brackets are defined
by the following nonzero relations (and their complex-conjugates):

{πa, z
b} = δb

a, {πa, η
b
i } = −Γ b

acη
c
i ,

{πa, π̄b} = i(Bgab̄ + iRab̄cd̄η
c
i η̄

d
i ), {ηa

i , η̄
b
j} = gab̄δij .

(4.224)

Then, in order to construct the system with the exact N = 2 supersymmetry
(4.183), we shall search for the odd functions Q±, which obey the equations
{Q±, Q±} = 0 (we restrict ourselves to the supersymmetric mechanics whose
supercharges are linear in the Grassmann variables ηa

i , η̄ā
i ).

Let us search for the realization of supercharges among the functions

Q± = cosλ Θ±
1 + sinλ Θ±

2 , (4.225)

where

Θ+
1 = πaη

a
1 + i∂̄aWη̄a

2 , Θ+
2 = π̄aη̄

a
2 + i ∂aWηa

1 , Θ−
1,2 = Θ̄+

1,2 , (4.226)

and λ is some parameter.
Calculating the Poisson brackets of the functions, we get

{Q±, Q±} = i(B sin 2λ + 2α cos 2λ)F± , (4.227)
{Q+, Q−} = H0

SUSY + (B cos 2λ − 2α sin 2λ) F3/2 . (4.228)

Here and further, we use the notation

H0
SUSY = H−Rab̄cd̄η

a
1 η̄

b
1η

c
2η̄

d
2 − iWa;bη

a
1η

b
2 + iWā;b̄η̄

a
1 η̄

b
2 +B

igab̄η
a
i η̄

b
i

2
, (4.229)

where H denotes the oscillator Hamiltonian (4.126), and

F =
i

2
gab̄η

a
i η̄

b
jσij , F± = F1 ± F2. (4.230)

One has then

{Q±, Q±} = 0 ⇔ B sin 2λ+ 2α cos 2λ = 0 , (4.231)

so that λ = λ0 + (i− 1)π/2, i = 1, 2.
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Here, the parameter λ0 is defined by the expressions

cos 2λ0 =
B/2√

α2 + (B/2)2
, sin 2λ0 = − α√

α2 + (B/2)2
. (4.232)

Hence, we get the following supercharges:

Q±
ν = cosλ0Θ

±
1 + (−1)ν sinλ0Θ

±
2 , (4.233)

and the pair of N = 2 supersymmetric Hamiltonians

Hi
SUSY = {Q+

ν , Q
−
ν } = H0

SUSY − (−1)i
√
α2 + (B/2)2F3 . (4.234)

Notice that the supersymmetry invariance is preserved in the presence of a
constant magnetic field.

Calculating the commutators of Q±
1 and Q±

2 , we get

{Q±
1 , Q

±
2 } = 2

√
α2 + (B/2)2F±, {Q+

1 , Q
−
2 } = 0 . (4.235)

The Poisson brackets between F± and Q±
ν look as follows:

{Q±
i ,F±} = 0, {Q±

i ,F∓} = ±εijQ±
j , {Q±

i ,F3} = ±iQ±
i . (4.236)

In the notation S±
1 ≡ Q±

1 , S±
2 = Q∓

2 the whole superalgebra reads

{S±
i , S

∓
j } = δijH0

SUSY + Λσµ
ijFµ ,

{S±
i ,Fµ} = ±ıσµ

ijS
±
j , {Fµ,Fν} = εµνρFρ ,

(4.237)

where
Λ =

√
ω2 + (B/2)2 . (4.238)

This is precisely the weak supersymmetry algebra considered by Smilga [44].
In the particular case ω = 0 it yields the N = 4 supersymmetric mechanics
broken by the presence of a constant magnetic field.

Let us notice the α and B appear in this superalgebra in a symmetric way,
via the factor

√
α2 + (B/2)2.

Remark. In the case of the oscillator on ICN we can smoothly relate the above
supersymmetric oscillator with a N = 4 oscillator, provided we choose

K = cos γ zz̄ + sin γ (z2 + z̄2)/2 , γ ∈ [0, π/2] .

Hence,
H = ππ̄ + α2

0zz̄ + sin 2γ α2
0(z

2 + z̄2)/2 ,

i.e., for γ = 0, π/2 we have a standard harmonic oscillator, while for γ �= 0, π/2
we get the anisotropic one, which is equivalent to two sets of N one-
dimensional oscillators with frequencies α0

√
1 ± sin 2γ. The frequency α ap-

pearing in the superalgebra, is of the form: α = α0 cos γ.
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4.7 Conclusion

We presented some constructions of the Hamiltonian formalism related with
Hopf maps and Kähler geometry, and a few models of supersymmetric mechan-
ics on Kähler manifolds. One can hope that the former constructions could
be useful in supersymmetric mechanics along the following lines. Firstly, one
could try to extend the number of supersymmetries, passing from the Kähler
manifolds to quaternionic ones. The model suggested in [45] indicates that
this could indeed work. One could also expect that the latter system will re-
spect the inclusion of an instanton field. Secondly, one can try to construct
the supersymmetric mechanics, performing the Hamiltonian reduction of the
existing systems, related with the Hopf maps. In this way one could get new su-
persymmetric models, specified by the presence of Dirac and Yang monopoles,
as well as with constant magnetic and instanton fields.
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Matrix models and their connections to string theory and noncommutative
geometry are discussed. Various types of matrix models are reviewed. The
most interesting are IKKT and BFSS models. They are introduced as 0+0
and 1+0-dimensional reduction of Yang–Mills model respectively. They are
obtained via the deformations of string/membrane worldsheet/worldvolume.
Classical solutions leading to noncommutative gauge models are considered.

5.1 Introduction

At the beginning let us define the topic of the present lectures. As follows
from the title, “Matrix Models” are theories in which the fundamental vari-
able is matrix. The matrix variable can be just a constant or a function of
time or even be defined as a function over some space-time manifold. With
this definition almost any model existing in modern physics, e.g., Yang–Mills
theory, theories of gravity etc., will be a “matrix theory.” Therefore, when
speaking on the matrix theory usually a simple structure is assumed, e.g.,
when fundamental variables are constant or at most time dependent. In the
first case, i.e. in one of the models of random matrices, one has no time and
therefore these models are not dynamical. This is a statistical theory describ-
ing random matrix distributions. These models are popular in many areas,
e.g., in the context of description of integrable systems in gauge theories, or
nuclear systems as well as in the study of the lattice Dirac operators (for a
review see e.g. [1–7] and references therein). The special case of interest for us
is the Yang–Mills type matrix models arising in string theory as such in [8].

Another case of interest is the so-called matrix mechanics, i.e., theories of
time-evoluting matrices. These models along with the random matrix models
are of special interest in string theory. Thus, the Yang–Mills type matrix mod-
els appear to nonperturbatively describe collective degrees of freedom in string
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theory called branes. Branes are extended objects on which the “normal” fun-
damental strings can end. It was conjectured that including the brane degrees
of freedom in the “conventional” superstring theories leads to their unifica-
tion into the M-theory, a model giving in its different perturbative regimes
all known superstring models. The M-theory is believed to be related to the
12-dimensional membrane. In the light-cone frame it was conjectured to be
described by an Yang–Mills type matrix mechanics (BFSS matrix model) [9].
As we will see in the next section, this as well as the IKKT matrix model can
be obtained by quantization/deformation of, respectively, the worldvolume of
the membrane and the worldsheet of the string.

As it is by now clear, in this lecture note we are considering mainly these
two models, which sometimes are called “matrix theories” to underline their
fundamental role in string theory.

The plan of this lecture notes is as follows. In the next section, we give
the string motivation and introduce the matrix models as dimensional reduc-
tions of supersymmetric Yang–Mills model. Next, we consider Nambu–Goto
description of the string and membrane and show that the noncommutative
deformation of the respectively, worldsheet or worldvolume leads to IKKT or
BFSS matrix models. In the following section, we analyze the classical solu-
tions to these matrix models and interpret them as noncommutative gauge
models. The fact that these models have a common description in terms of the
original matrix model allows one to establish the equivalence relations among
them.

5.2 Matrix Models of String Theory

5.2.1 Branes and Matrices

A breakthrough in the development of string theory, “the second string revo-
lution” happened when it was observed that in the dynamics of fundamental
string one has additional degrees of freedom corresponding to the dynamics
at the string ends [10] (see [11] for a review).

In the open string mode expansion the dynamics at the edge is described
by an Abelian gauge field (particle) (for a modern introduction to string the-
ory see e.g. [12, 13]). The corresponding charge of the end of the string is called
Chan–Patton factor. Allowing a superposition of several, say N such factors,
which correspond to an “N -valent” string end, gives rise to a non-abelian
U(N) super Yang–Mills gauge field in the effective Lagrangian of the open
string. This is the so-called nine-brane. As it was shown in [10], string theory
allows brane configurations of different other dimensions p, 0 ≤ p + 1 ≤ 10.
Depending on the type of the string model they preserve parts of supersym-
metry.

So, descending down to the lower-dimensional p-banes one gets the p+ 1-
dimensional reductions of the 10-dimensional super-Yang–Mills model.
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It appears that out of all possibilities only two cases are fundamental,
namely, this of p = 0 and p = −1. All other cases can be obtained from either
p = −1 or p = 0 by condensation of −1- or 0-branes into higher-dimensional
objects.

5.2.2 The IKKT Matrix Model Family

As it follows from the space-time picture, the −1 branes are nondynamical
and, therefore, should be described by a random matrix model which is the
reduction of the 10-dimensional Super Yang-Mills theory (SYM) down to zero
dimensions:

S−1 = − 1
4g2

tr[Xµ,Xν ]2 − tr ψ̄γµ[Xµ, ψ] , (5.1)

where g is some coupling constant depending on SYM coupling gYM and the
volume of compactification. Matrices Xµ, µ = 1, . . . , 10 are Hermitian N ×N
matrices, ψ is a 10-dimensional spinor which has N ×N matrix index, γµ are
10-dimensional Dirac γ-matrices.

From the 10-dimensional SYM the matrix model (5.1) inherits the follow-
ing symmetries:

• Shifts:
Xµ → Xµ + aµ · I , (5.2)

where aµ is a c-number.
• SO(10) rotation symmetry

Xµ → Λµ
νXν , (5.3)

where Λ ∈ SO(10). This is the consequence of the (euclideanized) Lorentz
invariance of the 10-dimensional SYM model.

• SU(N) gauge symmetry
Xµ → U−1XµU , (5.4)

where U ∈ SU(N), and this is the remnant of the SYM gauge symmetry
invariance.

• Also, one has left from the SYM model the supersymmetry invariance:

δ1Xµ = ε̄γµψ , (5.5)
δ1ψ = [Xµ,Xν ]γµνε , (5.6)

as well as the second one which is simply the shift of the fermion,

δ2Xµ = 0 , (5.7)
δ2ψ = η , (5.8)

where ε and η are the supersymmetry transformation parameters.
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Exercise 1. Find the relation between the coupling g in (5.1) on one side and
SYM coupling gYM and the size/geometry of compactification on the other
side.

Hint: Use an appropriate gauge fixing.

Exercise 2. Show that (5.3)–(5.5) are indeed the symmetries of the action
(5.1).

The purely bosonic version of IKKT matrix model can be interpreted
as the algebraic version of much older Eguchi–Kawai model [14]. The last
is formulated in terms of SU(N) group-valued fields Uµ (in contrast to the
algebra-valued Xµ). The action for the Eguchi–Kawai model reads as,

SEK = − 1
4g2

EK

∑
µ,ν

tr(UµUνU
−1
µ U−1

ν − I) . (5.9)

By the substitution, Uµ = exp aXµ, g2
EK = g2a4−d and taking the limit a → 0

one formally comes to the bosonic part of the IKKT action (5.1).
Note: From the string interpretation we will discuss in the next section it
is worth to add an extra term to the IKKT action (5.1) and, namely, the
chemical potential term,

∆Schem = −β tr I , (5.10)

which “controls” the statistical behavior of N . In the string/brane picture β
plays the role of the chemical potential for the number of branes. This produces
the relative weights for the distributions with different N , which cannot be
catched from the arguments we used to write down the action (5.1).

5.2.3 The BFSS Model Family

Let us consider another important model which describes the dynamics of
zero branes [9]. Basic ingredients of this model are roughly the same as for the
previous one, the IKKT model, except that now the matrices depend on time.
The action for this model is the dimensional reduction of the 10-dimensional
SYM model down to the only time dimension:

SBFSS =
1

gBFSS

∫
dt tr

{
1
2
(∇0Xi)2 + ψ̄∇0ψ − 1

4
[Xi,Xj ]2 − ψ̄γi[Xi, ψ]

}
,

(5.11)
where, now, the index i runs from one to nine.

The action (5.11) describes the dynamics of zero branes in IIA string
theory, but it was also proposed as the action for the M-theory membrane in
the light-cone approach. As we are going to see in the next section, this model
along with the IKKT model can be obtained by worldvolume quantization of
the membrane action.
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Another known modification of this action for the pp-wave background was
proposed by Berenstein–Maldacena–Nastase (BMN) [15–17]. It differs from
the BFSS model additional terms which are introduced in order to respect
the pp-wave supersymmetry. The action of the BMN matrix model reads:

SBMN =
∫

dt tr
[

1
2(2R)

(∇0Xi)2 + ψ̄∇0ψ

+
(2R)

4
[Xi,Xj ]2 − i(2R)ψ̄γi[Xi, ψ]

]
+ Smass, (5.12)

where Smass is given by

Smass =
∫

dt tr


 1

2(2R)


−

(µ
3

) ∑
i=1,2,3

X2
i −
(µ

6

) ∑
i=4,...,9

X2
i




−µ

4
ψ̄γ123ψ − µi

3

∑
jkl=1,...,3

εijkXiXjXk


 . (5.13)

The essential difference of this model from the standard BFSS one is that
due to the mass and the Chern–Simons terms this matrix model allow stable
vacuum solutions which can be interpreted as spherical branes (see e.g. [18,
19]. Such vacuum configurations cannot exist in the original BFSS model.

5.3 Matrix Models from the Noncommutativity

In this section, we show that the matrix models which we introduced in the
previous section arisewhen one allows the worldsheet of the string/worldvolume
of the membrane to possess noncommutativity. It is interesting to note from
the beginning that the “quantization” of the string worldsheet leads to the
IKKT matrix model, while the space noncommutative membrane is described
by the BFSS model. Let us remind that the above matrix models were in-
troduced to describe, respectively, the −1- and 0-branes, while the string and
the membrane are respectively 1- and 2-brane objects. In the shed of the next
section this can be interpreted as deconstruction of the 1- and 2-branes into
their basic components, namely −1- and 0-brane objects.

In this section, we consider only the bosonic parts. The extension to the
fermionic part is not difficult, so this is left to the reader as an exercise.

5.3.1 Noncommutative String and the IKKT Matrix Model

In trying to make the fundamental string noncommutative one immediately
meets the following problem: The noncommutativity parameter is a dimen-
sional parameter and, therefore, hardly compatible with the worldsheet con-
formal symmetry which plays a fundamental role in the string theory. Beyond
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this there is no theoretical reason to think that the worldsheet of the fun-
damental string should be noncommutative. On the other hand, these are
other string-like objects in the nonperturbative string theory: D1-branes or
D-strings. As it was realized, in the presence of the constant nonzero Neveu–
Schwarz B-field the brane can be described by a noncommutative gauge mod-
els [20–23]. Then, in contrast to the fundamental string, it is natural to make
the D-string noncommutative.

Let us start with the Euclidean Nambu–Goto action for the string,

SNG = T

∫
d2σ
√

det
ab

∂aXµ∂bXµ , (5.14)

where T is the D-string tension and Xµ = Xµ(σ) are the embedding co-
ordinates. The expression under the square root of the r.h.s. of (5.14) can
equivalently rewritten as follows,

det ∂X · ∂X =
1
2
Σ2 , (5.15)

where
Σµν = εab∂aX

µ∂bX
ν , (5.16)

which is the induced worldsheet volume form of the embedding Xµ(σ).
The Nambu–Goto action then becomes:

SNG = T

∫
d2σ

√
1
2
Σ2 . (5.17)

This action is nonlinear and still quite complicate. A much simple form can
be obtained using the Polyakov trick. To illustrate the idea of the trick which
is widely used in the string theory consider first the example of a particle.

Polyakov’s Trick

The relativistic particle is described by the following reparameterization in-
variant action,

Sp = m

∫
dτ

√
ẋ2 , (5.18)

where m is the mass and x is the particle coordinate. The dynamics of the par-
ticle (5.18) is equivalent, at least classically to one described by the following
action,

Spp =
∫

dτ
(

1
2
e−1ẋ2 +m2e

)
. (5.19)

In this form one has a new variable e which plays the role of the line einbein
function, or better to say of the one-dimensional volume form.

To see the classical equivalence between (5.19) and (5.18) one should write
down the equations of motion arising from the variation of e,
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e2 =
ẋ2

m2
, (5.20)

and use it to substitute e in the action (5.19) which should give exactly (5.18).

Exercise 3. Show this!

As one can see, both actions (5.18) and (5.19) are reparameterization invari-
ant, the difference being that the Polyakov action (5.19) is quadratic in the
particle velocity ẋ. This trick is widely used in the analysis of nonlinear sys-
tems with gauge symmetry. In what follows we will apply it too.

Let us turn back to our string and the action (5.17). Applying the Polyakov
trick, one can rewrite the action (5.17) in the following (classically) equivalent
form,

SNGP =
∫

d2σ

(
1
4
η−1{Xµ,Xν}2 + ηT 2

)
, (5.21)

where η is the string “area” density and we introduced the Poisson bracket
notation,

{X,Y } = εab∂aX∂bY . (5.22)

It is not very hard to see that the bracket defined by (5.22) satisfies to all
properties a Poisson bracket is supposed to satisfy.

Exercise 4. Do it!

Let us note, that the Poisson bracket (5.22) is not a worldsheet repara-
meterization invariant quantity. Under the reparameterizations σ �→ σ′(σ) it
transforms like density rather than scalar the same way as η is:

{X,Y } �→ det
(
∂σ′

∂σ

)
{X,Y }′ (5.23a)

η �→ det
(
∂σ′

∂σ

)
η(σ′) . (5.23b)

Having two densities one can master a scalar,

{X,Y }s = η−1{X,Y } , (5.24)

which is invariant. Actually, these two definitions coincide in the gauge η = 1,
which in some cases may be possible only locally. In terms of the scalar Poisson
bracket the action is rewritten in the form as follows

SNGP =
∫

d2ση

(
1
4
{Xµ,Xν}2 + T 2

)
, (5.25)

where d2ση is the invariant worldsheet area form.
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“Quantization”

Consider the naive quantization procedure we know from the quantum me-
chanics. The classical mechanics is described by the canonical classical Poisson
bracket,

{p, q} = 1 , (5.26)

and the quantization procedure consists, roughly speaking, in the replacement
of the canonical variables (p, q) by the operators p̂, q̂. At the same time the
−i�×(Poisson bracket) is replaced by the commutator of the corresponding
operators. In particular,

{p, q} �→ [p̂, q̂] = −i� . (5.27)

Afterwards, main task consists in finding the irreducible representation(s) of
the obtained algebra1. From the undergraduate course of quantum mechanics
we know that there are many unitary equivalent ways to do this, e.g., the
oscillator basis representation is a good choice.

Under the quantization procedure functions on the phase space are re-
placed by operators acting on the irreducible representation space of the al-
gebra (5.27). For these functions and operators one have the correspondence
between the tracing and the integration over the phase space with the Liouville
measure ∫

dp dq
2π�

. . . �→ tr . . . (5.28)

Let us turn to our string model. As in the case of quantum mechanics,
under the quantization we mean the replacing the fundamental worldsheet
variables σ1 and σ2 by corresponding operators: σ̂1 and σ̂2, such that the
invariant Poisson bracket is replaced by the commutator according to the
rule:

{·, ·}PB = i/θ[·, ·] , (5.29)

where θ is the deformation parameter (noncommutativity). The worldsheet
functions are replaced by the operators on the Hilbert space on which σ̂a

act irreducibly. As we have two forms of the Poisson bracket the question is
whether one should use the density form of the Poisson bracket (5.22) or the
invariant form (5.24)? The correct choice is the invariant form (5.24). This is
imposed by the fact that the operator commutator is invariant with respect
of the choice of basic operator set (in our case it is given by operators σ̂a).

Let us note that with the choice of invariant Poisson bracket in (5.29)
the operators σ̂a, generally, do not have standard Heisenberg commutation
relations. Rather than that, they commute to a nontrivial operator,

[σ̂1, σ̂2] = iθη̂−1 , (5.30)

1 In fact, the enveloping algebra rather the Lie algebra itself
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where the operator η̂−1 corresponds to the inverse density of the string world-
sheet area (i.e., its classical limit gives this density). At the same time the
trace in the quantum case corresponds to the worldsheet integration with the
invariant measure ∫

d2ση [. . . ] �→ 2πθ tr[. . . ] . (5.31)

Having the “quantization rules” (5.29) and (5.31) one is able to write
down the noncommutative analog of the Nambu–Goto–Polyakov string action
(5.21). It looks as follows,

S = α tr
1
4
[Xµ,Xν ]2 + β tr I , (5.32)

where α and β are the couplings of the matrix model. In terms of the string
and the deformation parameters they read,

α =
2π
θ

, (5.33)

β =
2πT 2

θ
. (5.34)

After the identification of couplings the model (5.32) is identical with the
IKKT model (5.1). As a bonus we have obtained the chemical potential (5.10).
As we see from the construction, the dimensionality of matrices depend on
the irreducibility representation of the noncommutative algebra. As one can
expect from what is familiar in quantum mechanics, the compact worldsheets
should lead to finite-dimensional representations and thus are described, re-
spectively, by matrices of finite dimensions. There is no exact equivalence
between the worldsheet geometry and the matrix description. However, the
consistency requires that one should recover the worldsheet geometry in the
semiclassical limit (θ → 0).

Another interesting remark is that in this picture the Heisenberg operator
basis corresponds to the worldsheet parameterization for which η is constant;
as it is well known such parameterization can exist globally only for the topo-
logically trivial worldsheets. On the other hand, in the algebra of operators
acting on a separable infinite-dimensional Hilbert space one can always find
a Heisenberg operator basis.

Example I: Torus

To illustrate the above consider the example of quantization of toric world-
sheet. The torus can be described by one complex modulus (or two real mod-
uli). We are not interested here in the possible form of the toric metric, so
we can choose the parameterization of the torus for which η = 1 and the flat
worldsheet coordinates span the range

0 ≤ σ1 < l1, 0 ≤ σ2 < l2 . (5.35)
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The first problem arises when one tries to quantize variables with the range
(5.35). In spite of the fact that the (invariant) Poisson bracket is canonical
the operators σ̂1,2 cannot satisfy the Heisenberg algebra,

[σ̂1, σ̂2] = iθ , (5.36)

and have bounded values such as in (5.35) at the same time.

Exercise 5. Prove this!

To conciliate the compactness and noncommutativity one should use the
compact coordinates Ua instead,

Ua = exp 2πiσ̂a/la, a = 1, 2 . (5.37)

The compact coordinates Ua satisfy the following (Weyl) commutation rela-
tions

U1U2 = qU2U1 , (5.38)

where q is the toric deformation parameter,

q = e2π2iθ/l1l2 . (5.39)

If qN = 1 for some N ∈ Z+, then Ua generate an irreducible representation
of dimension N . In this case an arbitrary N ×N matrix M can be expanded
in powers of Ua, e.g.,

M =
N−1∑

m,n=0

MmnU
m
1 Un

2 . (5.40)

Expansion (5.40) is in terms of monomials in U1 and U2 ordered in such a
way that all U1’s are to the left of all U2 one can alternatively use the Weyl
functions Wmn defined as

Wmn = exp (2πimσ̂1/l1 + 2πinσ̂2/l2) , (5.41)

which differs from the product Um
1 Un

2 by a polynomial of lower degree, but is
symmetrized in σ̂1 and σ̂2. Using this expansion in terms of the Weyl func-
tions leads one to the description of matrices in terms of the Weyl symbols –
ordinary functions subject to the star product algebra. Weyl symbols as well
as the star product algebras we are going to consider in the next sections.

As a result we have that quantization of the torus surface leads to the
description in terms of N × N matrices where the dimensionality N of the
matrices depends on the torus moduli.
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Example II: Fuzzy Sphere

Another case of interest is the deformation of the spherical string worldsheet.
On the sphere there is no global flat parameterization with η = 1. It is conve-
nient to represent the two-sphere worldsheet parameters embedded into the
three-dimensional Euclidean space:

σ2
1 + σ2

2 + σ2
3 = 1 , (5.42)

with the induced metric and volume form η. The (invariant) Poisson bracket
is given by the following expression2:

{σi, σj} = (1/r)εijkσk . (5.43)

Quantization of the Poisson algebra (5.43) leads to the su(2) Lie algebra
commutator,

[σ̂i, σ̂j ] = i(θ/r)εijkσ̂k , (5.44)

whose unitary irreducible representations are the well-known representations
of the su(2) algebra. They are parameterized by the spin of the representa-
tion J . The dimensionality of such representation is N = 2J + 1. The two-
dimensional parameters: the radius of the sphere and the noncommutativity
parameter are not independent. They satisfy instead,

r4 = θ2J(J + 1) . (5.45)

Again, arbitrary (2J + 1) × (2J + 1) matrix can be expanded in terms of
symmetrized monomials in σi – noncommutative spherical harmonics, which
are the spherical analogues of the Weyl functions.

Turning back to the action one gets exactly the same model as in the
previous example with N = 2J+1. As a result we get that independently from
which geometry one starts one gets basically the same deformed description.
The only meaningful parameter is the dimensionality of the matrix and it
depends only on the worldsheet area. This is a manifestation of the universality
of the matrix description which we plan to explore in the next sections.

5.3.2 Noncommutative Membrane and the BFSS Matrix Model

Let us consider slightly more complex example, namely that of the membrane.
For the membrane one can write a Nambu–Goto action too,

SNG = Tm

∫
Σ3

d3σ
√

−det ∂aXµ∂bXµ , (5.46)

where Tm is the membrane tension and X are the membrane embedding
functions.
2 We drop out the subscript of the invariant Poisson bracket since it creates no

confusion while it is the only used from now on
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In the case when the topology of the worldvolume Σ3 is of the type Σ3 =
I×M2, where R

1 is the time interval I = [0, t0] and M2 is a two-dimensional
manifold, one has the freedom to choose the worldsheet parameters σi, i =
1, 2, 3 in such a way that the time-like tangential will be always orthogonal to
the space-like tangential,

∂0X
µ∂aXµ = 0 . (5.47)

In this case the Nambu–Goto action takes the following form

SNG = Tm

∫
dτ d2σ

√
1
2
Ẋ2Σ2

µν , (5.48)

where
Σµν = εab∂aXµ∂bXν . (5.49)

In the complete analogy to the case of the string let us rewrite the Nambu–
Goto action in the Polyakov form,

SNGP =
∫

d3ση

[
T 2

m

2
Ẋ2 +

1
4
{Xµ,Xν}2

]
, (5.50)

where the (invariant) Poisson bracket is defined as

{X,Y } = η−1εab∂X∂bY . (5.51)

Since we partially fixed the reparameterization gauge invariance by choosing
the time direction we have the constraint (5.47). This leads to the following
constraint,

{Ẋµ,Xµ} = 0 . (5.52)

Now, straightforwardly repeating the arguments of the previous subsection
one can write down the matrix model action. In the present case the action
takes the following form:

Sm =
∫

dt
(
β tr

1
2
Ẋ2 + α tr

1
4
[Xµ,Xν ]2

)
, (5.53)

where β = 2πT 2/θ and α = 2π/θ, respectively. The action (5.53) should be
supplemented with the following constraint:

[Ẋµ,Xµ] = 0 . (5.54)

The constraint (5.54) can be added to the action (5.53) with the Lagrange
multiplier A0. In this case the action acquires the following form:

Sgi =
∫

dt
(
β tr

1
2
(∇0Xµ)2 + α tr

1
4
[Xµ,Xν ]2

)
, (5.55)

which is identical (upto definition of parameters α and β) to the bosonic part
of the BFSS action (5.11). By the redefinition of the matrix fields and rescaling
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of the time one can eliminate the constants α and β, so in what follows we
can put both to unity.

So far we have considered only the bosonic parts of the membrane. In-
cluding the fermions (when they exist) introduces no conceptual changes.
Therefore, derivation of the fermionic parts of the IKKT and BFSS matrix
model description of the string and membrane is entirely left to the reader.

Exercise 6. Derive the fermionic part of both matrix models starting from
the superstring/supermembrane.

5.4 Equations of Motion: Classical Solutions

In this section, we consider two types of theories, namely the string and the
membrane in the Nambu–Goto–Polyakov form and the corresponding matrix
models. One can write down equations of motion and try to find out some
simple classical solutions in order to compare these cases among each other.

The static equations of motion in the membrane case coincide with the
string equations of motion. Therefore, it is enough to consider only the last
case: Any solution in the IKKT model has also the interpretation as a classical
vacuum of the BFSS theory.

5.4.1 Equations of Motion Before Deformation:
Nambu–Goto–Polyakov String

Consider first the equations of motion corresponding to the Nambu–Goto–
Polyakov string (5.21) in the form one gets just before the deformation pro-
cedure.

Variation of Xν produces the following equations,

{Xµ, η
−1{Xµ,Xν}} = 0 , (5.56a)

while the variation of η produces the constraint

η2 =
1
4
{Xµ,Xν}2

T 2
. (5.56b)

(As in the Polyakov particle case the last equation can be used to eliminate η
from the action (5.21) in order to get the original Nambu–Goto action (5.14).)

The equations of motion (5.56) possess a large symmetry related to the
reparameterization invariance (5.23). To find some solutions it is useful (but
not necessary!) to fix this gauge invariance. As the use of the model is to
describe branes, one may be interested in solutions corresponding to infinitely
extended branes, which have the topology of R

2. In this simplest case, one
can impose the gauge η = 1/4T 2. Then, the equations of motion (5.56) are
reduced to



202 C. Sochichiu

{Xµ, {Xµ,Xν}} = 0, {Xµ,Xν}2 = 1 . (5.57)

In the case of two dimensions (µ, ν = 1, 2), one can find even the
generic solution. It is given by an arbitrary canonical transformation X1,2 =
X1,2(σ1, σ2). This is easy to see if to observe that the second equation in
(5.57) requires that the XX Poisson bracket must be a canonical one. The
first equation is then satisfied automatically. One can also see that all the
arbitrariness in the solution is due to the remnant of the reparameterization
invariance which is given by the area preserving diffeomorphisms. This situa-
tion is similar to one met in the case of two-dimensional gauge theories where
there are no physical degrees of freedom left to the gauge fields beyond the
gauge arbitrariness. As we will see later, this similarity is not accidental, in
some sense the above matrix model is indeed a two-dimensional gauge theory.

The situation is different in more than two dimensions. In this case we
are not able to write down the generic solution, but one can find a significant
particular one. The simplest solutions of (5.57) can be obtained by just lifting
up the two-dimensional ones to higher dimensions. In particular, one has the
following solution

X1 = σ1, X2 = σ2, Xi = 0, i = 3, . . . , 10 . (5.58)

It is not difficult to check that the solution (5.58) satisfy to both (5.57). The
physical meaning of this solution is an infinite Euclidean brane extended in
the plane (1, 2).

One can see, that by the nature of the model in which fields Xµ are func-
tions of a two-dimensional parameter the solutions to the equations of motion
are forced always to describe two-dimensional surfaces, i.e., single brane con-
figurations. One can go slightly beyond this limitation allowing X’s to be
multivalent functions of σ’s. In this case, one is able to describe a certain set
of multibrane systems, each sheet of X corresponding to an individual brane.
This situation in application to spherical branes was analyzed in more details
in [19].

Another question one may ask is whether one can find solutions describing
a compact worldsheet. We are not going to give any proof of the fact that
such type of solutions do not exist. Rather we consider a simple example of
a cylindrical configuration and show that the equations of motion are not
satisfied by it. An infinite cylinder as an extremal case of the torus can be
given by the following parametric description:

X1 = sinσ1, X2 = cosσ1, X3 = σ2 . (5.59)

Equation (5.59) describes a cylinder obtained from moving the circle in the
plane (1,2) along the third axis. The parameterization (5.59) satisfy the con-
straint (5.47), therefore to see whether such surface is a classically stable it
is enough to check the first equation of (5.57). The explicit evaluation of the
equations of motion gives
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{Xµ, {Xµ,X1}} = −X1 �= 0 , (5.60)
{Xµ, {Xµ,X2}} = −X2 �= 0 , (5.61)
{Xµ, {Xµ,X0}} = 0 . (5.62)

As one can see, only the equation of motion for the third noncompact direction
is satisfied. Other equations can be satisfied if one modifies the action of the
model by adding mass terms for X1 and X2:

S → S +m2(X2
1 +X2

2 ) . (5.63)

Exercise 7. Modify the classical action in a way to allow the spherical brane
solutions. Worldsheets quantize this model and compare it to the BMN matrix
model.

Another interesting type of solutions is given by singular configurations
with trivial Poisson bracket,

{Xµ,Xν} = 0 . (5.64)

Obviously, these configurations satisfy the equations of motion. This solution
corresponds to an arbitrary open or closed smooth one-dimensional line em-
bedded in R

D. The problem appears when one tries to make this type of solu-
tion to satisfy the constraint (5.47) arising from the gauge fixing η2 = 1/4T 2.
This configuration, however is still an acceptable solution before the gauge fix-
ing. The degeneracy of the two-dimensional surface into the line results into
the degeneracy of the two-dimensional surface reparameterization symmetry
into the subgroup of the line reparameterizations. This means in particular
that η2 = 1/4T 2 is not an acceptable gauge condition in this point, one must
impose η = 0 instead.

Let us now turn to the noncommutative case and see how the situation is
changed there.

5.4.2 Equations of Motion After Deformation:
IKKT/BFSS Matrix Models

After quantization of the worldsheet/worldvolume we are left with no Polyakov
auxiliary field η. The role of this field in the noncommutative theory is played
by the choice of the representation. As is most cases we cannot smoothly vari-
ate the representation, we have no equations of motion corresponding to this
parameter. So, we are left with only equations of motion corresponding to the
variation of X’s. For the IKKT model these equations read

[Xµ, [Xµ,Xν ]] = 0 , (5.65)

while for the BFSS model the variation of X leads to the following dynamical
equations,
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Ẍµ + [Xµ, [Xµ,Xν ]] = 0 , (5.66)

where we also put the brane tension to unity: T = 1. If one is interested in
only the static solutions (Ẋ = 0) to the BFSS equations of motion, then the
(5.66) is reduced down to the IKKT equation of motion. Therefore, in what
follows we consider only the last one.

By the first look at (5.65) it is clear that one can generalize the string
solution (5.58) from the commutative case. Namely, one can check that the
configuration

X1 = σ̂1, X2 = σ̂2, Xi = 0, i = 3, . . . , D , (5.67)

satisfy the equations of motion (5.65). By the analogy with the commutative
case we can say that this configuration describes either Euclidean D-string
(IKKT) or a static membrane (BFSS). The solution (5.67) corresponds to the
Heisenberg algebra

[X1,X2] = 1 , (5.68)

which allows only the infinite-dimensional representation. The value of X is
not bounded, therefore this solution corresponds to a noncompact brane.

What is the role of the η-constraint here? The algebra (5.68) does not
completely specify the solution unless the nature of its representation is also
given. In particular, the algebra of σ̂’s can be irreducibly represented on the
whole Hilbert space. In the semiclassical limit this can be seen to correspond
to the constraint of the previous subsection.

As we discussed in the case of commutative string, any solution to the
equations of motion describes a two-dimensional surface and, therefore, has
the Poisson bracket of the rank (in indices µ and ν) two or zero. In contrast
to this, in the noncommutative case one may have solutions with an arbitrary
even rank between zero and D. Indeed, consider a configuration,

Xa = pa, a = 1, . . . , p+ 1, Xi = 0, i = p+ 2, . . . , D , (5.69)

such that
[pa, pb] = iBab, detB �= 0 , (5.70)

where B is the matrix with c-number entries Bab. Such set of operators al-
ways exists if the Hilbert space is infinite dimensional separable. The set of
operators pa generates a Heisenberg algebra. Interesting cases are when the
Heisenberg algebra (5.70) is represented irreducibly on the Hilbert space of
the model, or when this irreducible representation is n-tuple degenerate. We
will analyze these cases in the next sections.

How about the compact branes? As we have already discussed in the previ-
ous section, the compact worldsheet solution corresponds to finite-dimensional
matrices Xµ. As it appears for such matrices the only solution to the equation
of motion which exists is one with the trivial commutator,

[Xµ,Xν ] = 0 . (5.71)
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To prove this fact, suppose we find such a solution with Bµν = [X(0)
µ ,X

(0)
ν ] �= 0

and satisfying the equations of motion (5.65). The IKKT action (BFSS energy)
computed on such a solution is

S(X) = −1
4
B2

µν tr I �= 0 . (5.72)

Since this is a solution to the equations of motion the variation of the action
should vanish on the solution,

δS = tr
δS

δXµ
(X(0))δXµ = 0, for ∀ δXi , (5.73)

which is not the case: Take δXµ = εX
(0)
µ to find out that δS|X(0) �= 0. So,

there are no solutions with nontrivial commutator for the finite-dimensional
matrix space.

Consider now the extremal case of singular solutions with vanishing com-
mutators,

[Xµ,Xν ] = 0 . (5.74)

Obviously, from (5.74) automatically follows that the equations are satisfied
too. This solution exists in both finite as well as infinite-dimensional cases.
Since the commutativity of Xµ’s allows their simultaneous diagonalization

Xµ =



xµ

1

xµ
2

. . .


 , (5.75)

this means that the branes which are described by the matrix models are
localized xµ

k being the coordinates of the kth brane.

The Symmetry of the Solutions

The various types of solutions have different symmetry properties. Thus, the
solution of the type (5.69) with the algebra of pa’s irreducibly represented
over the Hilbert space of the model has no internal symmetries. Indeed, by
the Schurr’s lemma any operator commuting with all pa is proportional to the
identity. In the case when the representation is n-tuple degenerate one has a
U(n) symmetry mixing the representations. The degenerate case (5.74), when
Bµν = 0 give rise to some symmetries too. Indeed, an arbitrary diagonal
matrix commute with all Xµ given by (5.75). If no two branes are in the
same place: xµ

m �= xµ
n for any m �= n, then the configuration breaks the U(N)

symmetry group (in the finite-dimensional case) down to the Abelian subgroup
U(1)N .
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5.5 From the Matrix Theory
to Noncommutative Yang–Mills

This and the following section are mainly based on the papers [24–29], the
reader is also referred to the lecture notes [30] and references therein.

The main idea is to use the solutions from the previous section both as
classical vacua, such that arbitrary matrix configuration is regarded as a per-
turbation of this vacuum configuration, and as a basic set of operators in
terms of which the above perturbations are expanded. Now follow the details.

5.5.1 Zero Commutator Case: Gauge Group of Diffeomorphisms

Consider first the case of the solution with the vanishing commutator (5.74).
We are interested in configurations in which the branes form a p-dimensional
lattice. Using the rotational symmetry of the model, one can choose this lattice
to be extended in the dimensions 1, . . . , p:

Xa ≡ pa, a+ 1, . . . , p; XI = 0, I = p+ 1, . . . D . (5.76)

Then an arbitrary configuration can be represented as

Xa = pa +Aa, XI = ΦI . (5.77)

Let us take the limit N → ∞ and take such a distribution of the branes
in which they form an infinite regular p-dimensional lattice:

pa → λna, na ∈ Z , (5.78)

such that the Hilbert space can be split in the product of p infinite-dimensional
subspaces Ha

H = ⊗p
a=1Ha , (5.79)

such that each eigenvalue λna is nondegenerate in Ha. In this case the oper-
ators pa can be regarded as (−i times) partial derivatives on a p-dimensional
torus of the size 1/λ,

pa = −i∂a . (5.80)

Now, let us turn to the perturbation of the vacuum configuration (5.77)
and try to write it in terms of operators pa. Since the algebra of pa’s is
commutative, they alone fail to generate an irreducible representation in terms
of which one can expand an arbitrary operator acting on the Hilbert space
H. One must instead supplement this set with p other operators xa, which
together with pa form a Heisenberg algebra irreducibly represented on H,

[xa, xb] = 0, [pa, x
b] = −iδa

b . (5.81)

From the algebra (5.81) follows that the operators xa have a continuous
spectrum which is bounded: −π/λ ≤ xa < π/λ. This precisely means that xa
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are operators of coordinates on the p-dimensional torus. Then, an arbitrary
matrix X can be represented as a an operator function of the operators pa

and xa,
X = X̂(p̂, x̂).

In the “x-picture” this will be a differential operator X(−i∂, x). There are
many ways to represent a particular operator X as a operator function of pa

and xa which is related to the ordering. The Weyl ordering we will consider
in the next subsection, here let us use a different one in which all operators
pa are on the right to all xa. In such an ordering prescription one can write
down a Fourier expansion of the operator in the following form

X =
1

(2π)p

∫
dpz X̃(z, x) eip̂·z . (5.82)

In this parameterization the product of two operators is given by an involution
product of the symbols:

X̃Y (z, x) = X̃ ∗ Ỹ (z, x) =
1

(2π)p

∫
dpy X̃(y, x)Ỹ (z − y, x+ y) . (5.83)

The trace of an operator can be computed in a standard way, namely

trX =
∫

dpx 〈x|X |x〉 =
∫

dpx X̃(0, x) =
∫

dpxdpl X(l, x) , (5.84)

where in the last part X(l, x) is the normal symbol of which is obtained by
the replacement of operator p̂a by an ordinary variable la in the definition
(5.82),

X(l, x) =
1

(2π)p

∫
dpz X̃(z, x) eil·z , (5.85)

X̃(z, x) = tr e−ip̂·zX . (5.86)

Now we are ready to write down the whole matrix action (5.32) in terms
of the normal symbols. It looks as follows,

S =
∫

dpl dpx

(
−1

4
F2

ab +
1
2
(∇aΦI)2 −

1
4
[ΦI , ΦJ ]2∗

)
, (5.87)

where

Fab(l, x) = ∂aAb(l, x) − ∂bA(l, x) − [Aa, Ab]∗(l, x) , (5.88)
∇aΦ = ∂aΦ+ [Aa, Φ]∗(l, x) , (5.89)

[A,B]∗(l, x) = A ∗B(l, x) −B ∗A(l, x) (5.90)

and the star product is defined as in (5.83).
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The model defined by the action (5.87) has the meaning of Yang–Mills
theory with the infinite-dimensional gauge group of diffeomorphism transfor-
mations generated by the operators

Tf = ifa(x)∂a . (5.91)

Because of the noncommutative nature of the products involved in the
action (5.87) the local gauge group is not commutative. However, if one tries
to write down the group of global gauge symmetry, one finds out that this
group is, in fact nothing else that U(1). Changing only slightly the character
of the solution one can also get a non-Abelian global group. Indeed, consider
the solution as in (5.76) with the exception that the Hilbert space is not just
(5.79), but is given by the product of parts Ha at some (positive integer)
power n:

H = (⊗p
a=1Ha)⊗n

. (5.92)

Repeating with this solution the same manipulations which lead us to (5.87)
with the only exception that in this case an arbitrary matrix is represented
by an (n×n)-matrix-valued function instead of just “ordinary” one, we arrive
to the action similar to (5.87) with the exception that the fields take their
value in the u(n) algebra and the global gauge group is, respectively, U(n).
We hope that the things will be clarified a lot when the reader will pass the
next subsection.

Ordinary Gauge Model?

A question one may ask oneself is if the fluctuations of the matrix models
can be restricted in such a way to get a “normal” Yang–Mills theory with
a compact Lie group. In the present case one may restrict the fluctuations
around the background (5.76) to depend on x̂a operators only. This aim can
be achieved by imposing the following constraints on the matrices Xµ:

[xa,Xb] = iδab, [xa,XI ] = 0 . (5.93)

Let us note that Xa and xa do not form the Heisenberg algebra because
the commutator between Xa do not necessarily vanish:

[Xa,Xb] ≡ Fab �= 0 . (5.94)

Dynamically, the constraint (5.93) can be implemented through the modi-
fication of the matrix action by the addition of the constraint (5.93) with the
Lagrange multiplier. The modified matrix model action reads:

Sc = tr
(

1
4
[Xµ,Xν ]2 + ρµν([xµ,Xν ] −∆µν) + T 2

)
, (5.95)

where ρµν are the Lagrange multipliers, xµ = (xa, 0) and ∆µν is equal to
δab when (µν) = (ab) and zero otherwise. The limit N → ∞ of the matrix
model specified by the action (5.95) produces the Abelian gauge model. Under
similar setup one can obtain also non-Abelian gauge models.
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5.5.2 Nonzero Commutator: Noncommutative Yang–Mills Model

In this subsection, we consider the matrix action as a perturbation of the
background configuration given by (5.69) and (5.70). Here, we plan to give
a more detailed approach also partly justifying the result of the previous
subsection. The operators pa generate a (p + 1)/2-dimensional Heisenberg
algebra. If this algebra is represented irreducibly on the Hilbert space of the
model (which is in fact our choice), then an arbitrary operator acting on this
space can be represented as an operator function of pa. Let us consider this
situation in more details.

Irreducibility of the representation in particular means that any operator
commuting with all pa is a c-number constant. From this follows that the
operators

Pa = [pa, ·] , (5.96)

which are Hermitian on the space of square trace operators equipped with the
scalar product (A,B) = trA∗B, are diagonalizable and have nondegenerate
eigenvalues.

Exercise 8. Prove this!

By a direct check one can verify that the operator eikax̂a

, where x̂a = θabp̂b,
θ ≡ B−1 is an eigenvector for Pa with the eigenvalue ka:

Pa · eik·x̂ = [pa, eik·x̂] = kaeik·x̂ . (5.97)

This set of eigenvectors form an orthogonal basis (Pa’s are Hermitian). One
can normalize the eigenvectors to delta function trace,

Ek = ckeik·x̂, trE∗
k′Ek = δ(k′ − k) . (5.98)

The normalizing coefficients ck can be found from evaluating explicitly the
trace of ei(k−k′)x̂ in (5.98) and equating it to the Dirac delta. Let us compute
this trace and find the respective quotients. To do this, consider the basis
where the set of operators xµ splits in pairs pi, qi satisfying the standard
commutation relations: [pi, qj ] = −iθδij .

As we know from courses of Quantum Mechanics the trace of the operator

e−ik′x̂ · eikx̂ = ei(k−k′)x̂ e
i
2 k′×k , (5.99)

can be computed in q-representation as,

tr ei(k−k′)x̂ e
i
2 k′×k =

∫
dq 〈q| e−i(l′i−li)q

i+(z′i−zi)pi |q〉 = 1/|ck|2δ(k′ − k) ,

(5.100)
where |q〉 is the basis of eigenvectors of qi,

qi |q〉 = qi |q〉 , 〈q′ | q〉 = δ(q′ − q) , (5.101)
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and li, zi (li, zi) are components of kµ (k′µ) in the in the parameterizations:
xµ → pi, q

i. Explicit computation gives,

1/|ck|2 =
(2π)

p
2

√
det θ

. (5.102)

Now, we have the basis of eigenvectors Ek and can write any operator F
in terms of this basis,

F̂ =
∫

dk F̃ (k) eikx̂ , (5.103)

where the “coordinate” F̃ (k) is given by,

F̃ (k) =

√
det θ

(2π)
p
2

tr(e−ikx̂ · F̂ ) . (5.104)

Function F̃ (k) can be interpreted as the Fourier transform of an L2 func-
tion F (x),

F (x) =
∫

dkF̃ (k) eikµxµ

=
√

det θ
∫

dk
(2π)p/2

eikx tr e−ikx̂F̂ . (5.105)

And viceversa, to any L2 function F (x) from one can put into correspondence
an L2 operator F̂ by inverse formula,

F̂ =
∫

dx
(2π)p/2

∫
dk

(2π)p/2
F (x) eik(x̂−x) . (5.106)

Equations (5.105) and (5.106) providing a one-to-one correspondence be-
tween L2 functions and operators with finite trace,

trF† · F < ∞ , (5.107)

give in fact formula for the Weyl symbols. By introducing distributions over
this space of operators one can extend the above map to operators with un-
bounded trace.

Exercise 9. Check that (5.105) and (5.106) lead in terms of distributions to
the correct Weyl ordering prescription for polynomial functions of pµ.

Let us note that the map (5.105) and (5.106) can be rewritten in the
following form,

F (x) = (2π)p/2
√

det θ tr δ̂(x̂− x)F̂ , F̂ =
∫

dpx δ̂(x̂− x)F (x) , (5.108)

where we introduced the operator,

δ̂(x̂− x) =
∫

dpk

(2π)p
eik·(x̂−x) . (5.109)
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This operator satisfies the following properties,∫
dpx δ̂(x̂− x) = I , (5.110a)

(2π)p/2
√

det θ tr δ̂(x̂− x) = 1 , (5.110b)

(2π)p/2
√

det θ tr δ̂(x̂− x)δ̂(x̂− y) = δ(x− y) , (5.110c)

where in the r.h.s. of last equation is the ordinary delta function. Also, oper-
ators δ̂(x̂− x) for all x form a complete set of operators,

[δ̂(x̂− x),F] ≡ 0 ⇒ F ∝ i . (5.110d)

The commutation relations of x̂µ also imply that δ̂(x̂− x) should satisfy,

[x̂µ, δ̂(x̂− x)] = iθµν∂ν δ̂(x̂− x) . (5.110e)

In fact, one can define alternatively the noncommutative plane starting
from operator δ̂(x̂− x) satisfying (5.110), with x̂µ defined by,

x̂µ =
∫

dpxxµδ̂(x̂− x) . (5.111)

In this case (5.110e) provides that x̂µ satisfy the Heisenberg algebra (5.69),
while the property (5.110d) provides that they form a complete set of op-
erators. Relaxing these properties allows one to introduce a more general
noncommutative spaces.

Let us the operator δ̂(x) in the simplest case of two-dimensional noncom-
mutative plane. The most convenient is to find its matrix elements Dmn(x)
in the oscillator basis given by,

|n〉 =
(â†)n

√
n!

|0〉 , â |0〉 = 0 , (5.112)

where the oscillator operators â and â† are the noncommutative analogues of
the complex coordinates,

â =

√
1
2θ

(x̂1 + ix̂2) , â† =

√
1
2θ

(x̂1 − ix̂2) ; [â, â†] = 1 . (5.113)

Then the matrix elements read

Dmn(x) = 〈m| δ̂(2)(â− z) |n〉 = tr δ̂(2)(â− z)Pnm , (5.114)

where Pnm = |n〉 〈m|.
As one can see, up to a Hermitian transposition the matrix elements of

δ̂(x̂−x) correspond to the Weyl symbols of operators like |m〉 〈n|, or so called
Wigner functions. The computation of (5.114) gives,3

3 For the details of computation see e.g. [31]
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Dθ
mn(z, z̄) = (−1)n

(
2√
θ

)m−n+1
√

n!
m!

e−zz̄/θ

(
zm

z̄n

)
Lm−n

n (2zz̄/θ) ,

(5.115)
where Lm−n

n (x) are Laguerre polynomials,

Lα
n(x) =

x−αex

n!

(
d
dx

)n

(e−xxα+n) . (5.116)

It is worthwhile to note that in spite of its singular origin the symbol of the
delta operator is a smooth function which is rapidly vanishing at infinity. The
smoothness comes from the fact that the operator elements are written in an
L2 basis. In a non-L2 basis, e.g., in the basis of x1 eigenfunctions Dθ would
have more singular form.

The above computations can be generalized to p-dimensions. Written in
the complex coordinates zi, z̄i corresponding to oscillator operators (5.113),
which diagonalize the noncommutativity matrix this looks as follows,

Dmn = D
θ(1)
m1n1(z1, z̄1)D

θ(2)
m2n2(z2, z̄2) · · ·D

θ(p/2)
mp/2np/2(zp/2, z̄p/2) , (5.117)

where
[zi, z̄j ]∗ = δij , i = 1, . . . , p/2 . (5.118)

Having the above map one can establish the following relations between
operators and their Weyl symbols.

1. It is not difficult to derive that,

(2π)p/2
√

det θ trF =
∫

dxF (x) . (5.119)

2. The (noncommutative) product of operators is mapped into the star or
Moyal product of functions,

F · G → F ∗G(x) , (5.120)

where F ∗G(x) is defined as,

F ∗G(x) = e−
i
2 θµν∂µ∂′

νF (x)G(x′)
∣∣∣
x′=x

. (5.121)

In terms of operator δ̂(x̂− x), this product can be written as follows,

F ∗G(x) =
∫

dpy dpz K(x; y, z)F (y)G(z) , (5.122)

where

K(x; y, z) = (2π)p/2
√

det θ tr δ̂(x̂− x)δ̂(x̂− y)δ̂(x̂− z)

= e
i
2 ∂y

µθµν∂z
ν δ(y − x)δ(z − x) , (5.123)
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∂y
µ and ∂z

µ are, respectively, ∂/∂yµ and ∂/∂zµ, and in the last line one has
ordinary delta functions.

On the other hand, the ordinary product of functions was not found to
have any reasonable meaning in this context.

3. Another property of the star product is that in the integral it can be
replaced by the ordinary product:

∫
dpxF ∗G(x) =

∫
dpxF (x)G(x) . (5.124)

4. Interesting feature of this representation is that partial derivatives of Weyl
symbols correspond to commutators of respective operators with ipµ,

[ipµ,F] → i(pµ ∗ F − F ∗ pµ)(x) =
∂F (x)
∂xµ

, (5.125)

where pµ is linear function of xµ: pµ = −θ−1
µν x

ν .

This is an important feature of the star algebra of functions distinguishing
it from the ordinary product algebra. In the last one cannot represent the
derivative as an internal automorphism while in the star algebra it is possible
due to its nonlocal character. This property is of great importance in the field
theory since, as it will appear later, it is the source of duality relations in
noncommutative gauge models which we turn to in the next section.

Exercise 10. Derive (5.119)–(5.125).

Let us turn back to the matrix model action (5.32) and represent an arbi-
trary matrix configuration as a perturbation of the background (5.69):

Xa = pa +Aa, XI = ΦI , a = 1, . . . , p+ 1, I = p+ 2, . . . , D . (5.126)

Passing from operators Aa and Φ to their Weyl symbols using (5.108),
(5.120), and (5.125) one gets following representation for the matrix action
(5.32):

S =
∫

dpx

(
−1

4
(Fab −Bab)2 +

1
2
(∇aΦI)2 −

1
4
[ΦI , ΦJ ]2∗

)
, (5.127)

where
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]∗ . (5.128)

In the case of the irreducible representation of the algebra (5.70) this
describes the U(1) gauge model.

One can consider an n-tuple degenerate representation in this case as well.
As in the previous case the index labeling the representations become an inter-
nal symmetry index and the global gauge group of the model becomes U(n).
Indeed, the operator basis in which one can expand an arbitrary operator now
is given by
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Eα
k = σα ⊗ eik·x̂ , (5.129)

where σα, α = 1, . . . , n2 are the adjoint generators of the u(n) algebra. These
can be normalized to satisfy,

[σα, σβ ] = iεαβγσγ , trsu(2) σ
ασβ = δαβ , (5.130)

where εαβγ are the structure constants of the u(n) algebra:

εαβγ = −i trsu(2)[σα, σβ ]σγ , (5.131)

which follows from (5.130). Then an operator F̂ is mapped to the following
function F (x):

Fα(x) =
√

det θ
∫

dpk

(2π)p/2
eikx tr

{
(σα ⊗ eik·x̂) · F̂

}

= (2π)p/2
√

det θ tr
{

(σα ⊗ δ̂(x̂− x)) · F̂
}
. (5.132)

Equation (5.132) gives the most generic map from the space of operators to
the space of p-dimensional u(n)-algebra-valued functions.

Exercise 11. Prove that p is always even.

Just for the sake of completeness let us give also the formula for the inverse
map,

F̂ =
∫

dpx (σα ⊗ δ̂(x̂− x))Fα(x) , (5.133)

Applying the map (5.132) and (5.133) to the IKKT matrix model (5.32)
or to the BFSS one (5.55), one gets, respectively, the p or p + 1-dimensional
noncommutative u(n) Yang–Mills model.

Exercise 12. Derive the p- and (p + 1)-dimensional noncommutative super-
symmetric gauge model from the matrix actions (5.32) and (5.55), using the
map (5.132) and its inverse (5.133).

Some comments regarding both gauge models described by the actions
(5.87) and (5.128) are in order. In spite of the fact that both models look
very similar to the “ordinary” Yang–Mills models, the perturbation theory
of this models are badly defined in the case of noncompact noncommutative
spaces. In the first case the nonrenormalizable divergence is due to extra inte-
grations over l in the “internal” space. In the case of noncommutative gauge
model the behavior of the perturbative expansion is altered by the IR/UV
mixing [32, 33]. The supersymmetry or low dimensionality improves the sit-
uation allowing the “bad” terms to cancel (see [34–37]). On the other hand,
the compact noncommutative spaces provide both IR and UV cut off and the
field theory on such spaces is finite [38]. In the case of zero commutator back-
ground the behavior of the perturbative expansions depends on the eigenvalue
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distribution. Faster the eigenvalues increase, better the expansions converge.
However, there is always the problem of the zero modes corresponding to the
diagonal matrix excitations (functions of commutative pa’s). There is a hope
that integrating over the remaining modes helps to generate a dynamical term
for the zero modes too. Indeed, for purely bosonic model one has a repelling
potential after the one-loop integration of the nondiagonal modes. The fermi-
ons contribute with the attractive potential. In the supersymmetric case the
repelling bosonic contribution is cancelled by the attractive fermionic one and
diagonal modes remain nondynamical (Y. Makeenko, private communication).

Exercise 13. Consider the Eguchi–Kawai model given by the action (5.9).
Write down the equations of motion and find the classical solutions analo-
gous to (5.69). One can have noncommutative solutions even for finite N .
Explain, why? Consider arbitrary matrix configuration as a perturbation of
the above classical backgrounds and find the resulting models. What is the
space on which these models live? How the same space can be obtained from
a noncompact matrix model.

We considered exclusively the bosonic models. When the supersymmetric
theories are analyzed one has to deal also with the fermionic part. In the case
of compact noncommutative spaces which correspond to finite size matrices
one has a discrete system with fermions. In the lattice gauge theories with
fermions there is a famous problem related to the fermion doubling [39]. Con-
cerning the theories on the compact noncommutative spaces it was found that
in some cases one can indeed have fermion doubling [25]4 some other cases
were reported to be doubling free and giving alternative solutions to the long
standing lattice problem [41].

5.6 Matrix Models and Dualities
of Noncommutative Gauge Models

In the previous section, we realized that the matrix model from different
“points” of the moduli space of classical solutions looks like different gauge
models. These models can have different dimensionality or different global
gauge symmetry group, but they all are equivalent to the original IKKT or
BFSS matrix model. This equivalence can be used to pass from some noncom-
mutative model back to the matrix model and then to a different noncommu-
tative model and vice versa. Thus, one can find a one-to-one map from one
model to an equivalent one.

In reality, one can jump the intermediate step by writing a new solution
direct in the noncommutative gauge model and passing to Weyl (re)ordered
description with respect to the new background. From the point of view of
noncommutative geometry this procedure is nothing else that the change of
4 For the case of the unitary Eguchi–Kawai-type model with fermions see [40]



216 C. Sochichiu

the noncommutative variable taking into account also the ordering. Let us
go to the details. Consider two different background solutions given by p

(i)
µ(i) ,

where µ(i) = 1, . . . , p(i) and the index i = 1, 2 labels the backgrounds. Denote
the orders of degeneracy of the backgrounds by n(i). The commutator for both
backgrounds is given by

[p(i)
µ(i)

, p(i)
ν(i)

] = iB(i)
µ(i)ν(i)

. (5.134)

Applying to a p(1)-dimensional u(n(1) algebra-valued field Fα(1)(x(1)) first
the inverse Weyl transformation (5.133) which maps it in the operator form
and then the direct transformation (5.132) from the operator form to the
second background one gets a p(2)-dimensional u(n(2) algebra-valued field
Fα(2)(x(2)) defined by

Fα(2)(x(2)) =
∫

dp(1)x(1)K
α(2)α(1)

(2|1) (x(2)|x(1))Fα(1)(x(1)) , (5.135)

where the kernel Kα(2)α(1)

(2|1) (x(2)|x(1)) is given by

K
α(2)α(1)

(1|2) (x(2), x(1)) = (2π)p(2)/2
√

det θ(2)

× tr
{

(σα(2)

(2) ⊗ δ̂(x̂(2) − x(2))) · (σ
α(1)

(1) ⊗ δ̂(x̂(1) − x(1)))
}
, (5.136)

where x(i) and σ
α(i)

(i) are the coordinate and algebra generators corresponding

to the background p
(i)
µ(i) .

Equation (5.136) still appeals to the background independent operator
form by using the δ̂-operators and trace. This can be eliminated in the follow-
ing way. Consider the functions xµ(2)

(2) (xµ(1)

(1) , σ
α(1)

(1) ) = x
µ(2);α(1)

(2) (xµ(1)

(1) )σα(1)

(1) and
σ

α(2)

(2) (xµ(1)

(1) , σ
α(1)

(1) ) = σ
α(2);α(1)

(2) (xµ(1)

(1) )σα(1)

(1) which are the symbols of the second
background x̂µ(2)

(2) which are Weyl-ordered with respect to the first background.
Namely, they are the solution to the equation,

x
µ(2)

(2) ∗(1) x
ν(2)

(2) − x
ν(2)

(2) ∗(1) x
µ(2)

(2) = θ(2)
µ(2)ν(2)

, (5.137)

and for σ(2)

σ
α(2)

(2) ∗(1) σ
β(2)

(2) − σ
α(2)

(2) ∗(1) σ
β(2)

(2) = iεα(2)β(2)γ(2)σ
γ(2)

(2) , (5.138)

where ∗(1) includes both the noncommutative with θ(1) and the u(n(1)) ma-
trix products and we did not write explicitly the arguments (xµ(1)

(1) , σ
α(1)

(1) ) and
u(n(1)) matrix indices of x(2) and σ(2). Then, the kernel (5.136) can be rewrit-
ten in the x(1) background as follows,

K
α(2)α(1)

(1|2) (x(2), x(1))

=

√
det 2πθ(2)
det 2πθ(1)

d
α(1)β(1)γ(1)

(1)

(
σ

α(2);β(1)

(2) ∗(1) δ
γ(1)
∗(1) (x(2)(x(1)) − x(2))

)
, (5.139)
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where dαβγ
(1) = tr(1) σα

(1)σ
β
(1)σ

γ
(1) and

δ
γ(1)
∗(1) (x(2)(x(1)) − x(2)) =

∫
dp(2) l

(2π)p(2)
tr(1) σ

γ(1)

(1) eil·(x(2)(x(1))−x(2))
∗(1) , (5.140)

ef(x)
∗ is the star exponent computed with the noncommutative structure cor-

responding to ∗.
General expression for the basis transform (5.135) with the kernel (5.136)

or (5.139) looks rather complicate almost impossible to deal with. Therefore,
it is useful to consider some particular examples that we take from [13] which
show that in fact the objects are still treatable.

5.6.1 Example 1: The U(1) −→ U(n) Map

Let us present the explicit construction for the map from U(1) to U(2) gauge
model in the case of two-dimensional noncommutative space. The map we are
going to discuss can be straightforwardly generalized to the case of arbitrary
even dimensions as well as to the case of arbitrary U(n) group.

The two-dimensional noncommutative coordinates are

[x1, x2] = iθ . (5.141)

As we already discussed, noncommutative analog of complex coordinates
is given by oscillator rising and lowering operators,

a =

√
1
2θ

(x1 + ix2), ā =

√
1
2θ

(x1 − ix2) (5.142)

a |n〉 =
√
n |n− 1〉 , ā |n〉 =

√
n+ 1 |n+ 1〉 , (5.143)

where |n〉 is the oscillator basis formed by eigenvectors of N = āa,

N |n〉 = n |n〉 . (5.144)

The gauge symmetry in this background is noncommutative U(1).
We will now construct the noncommutative U(2) gauge model. For this,

consider the U(2) basis which is given by following vectors,

|n′, a〉 = |n′〉 ⊗ ea, a = 0, 1 (5.145)

e0 =
(

1
0

)
, e1 =

(
0
1

)
, (5.146)

where {|n′〉} is the oscillator basis and {ea} is the “isotopic” space basis.
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The one-to-one correspondence between U(1) and U(2) bases can be es-
tablished in the following way [42, 43],

|n′〉 ⊗ ea ∼ |n〉 = |2n′ + a〉 , (5.147)

where |n〉 is a basis element of the U(1) Hilbert space and |n′〉 ⊗ ea is a basis
element of the Hilbert space of U(2) theory. (Note that they are two bases of
the same Hilbert space.)

Let us note that the identification (5.147) is not unique. For example, one
can put an arbitrary unitary matrix in front of |n〉 in the r.h.s. of (5.147).
This in fact describes all possible identifications and respectively maps from
U(1) to U(2) model.

Under this map, the U(2)-valued functions can be represented as scalar
functions in U(1) theory. For example, constant U(2) matrices are mapped
to particular functions in U(1) space. To find these functions, it suffices to
find the map of the basis of the u(2) algebra given by Pauli matrices σα,
α = 0, 1, 2, 3.

In the U(1) basis Pauli matrices look as follows,

σ0 =
∞∑

n=0

(
|2n〉 〈2n| + |2n+ 1〉 〈2n+ 1|

)
≡ I , (5.148a)

σ1 =
∞∑

n=0

(
|2n〉 〈2n+ 1| + |2n+ 1〉 〈2n|

)
, (5.148b)

σ2 = −i
∞∑

n=0

(
|2n〉 〈2n+ 1| − |2n+ 1〉 〈2n|

)
, (5.148c)

σ3 =
∞∑

n=0

(
|2n〉 〈2n| − |2n+ 1〉 〈2n+ 1|

)
, (5.148d)

while the “complex” coordinates a′ and ā′ of the U(2) invariant space are
given by the following,

a′ =
∞∑

n=0

√
n
(
|2n− 2〉 〈2n| + |2n− 1〉 〈2n+ 1|

)
, (5.149a)

ā′ =
∞∑

n=0

√
n+ 1

(
|2n+ 2〉 〈2n| + |2n+ 3〉 〈2n+ 1|

)
. (5.149b)

One can see that when trying to find the Weyl symbols for operators given
by (5.148), (5.149), one faces the problem that the integrals defining the Weyl
symbols diverge. This happens because the respective functions (operators) do
not belong to the noncommutative analog of L2 space (are not square-trace).

Let us give an alternative way to compute the functions corresponding to
operators (5.148) and (5.149). To do this let us observe that operators
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Π+ =
∞∑

n=0

|2n〉 〈2n| , (5.150)

and

Π− =
∞∑

n=0

|2n+ 1〉 〈2n+ 1| , (5.151)

can be expressed as5

Π+ =
1
2

∞∑
n=0

(
1 + sinπ

(
n+

1
2

))
|n〉 〈n| → 1

2

(
1 + sin∗ π

(
z̄ ∗ z +

1
2

))
,

(5.152)
and

Π− = i −Π+ =
1
2

(
1 − sin∗ π

(
z̄ ∗ z +

1
2

))
=

1
2
(
1 − sin∗ π|z|2

)
, (5.153)

where sin∗ is the “star” sin function defined by the star Taylor series,

sin∗ f = f − 1
3!
f ∗ f ∗ f +

1
5!
f ∗ f ∗ f ∗ f ∗ f − · · · , (5.154)

with the star product defined in variables z, z̄ as follows,

f ∗ g(ā, a) = e∂∂̄′−∂̄∂′
f(z̄, z)g(z̄′, z′)|z′=z , (5.155)

where ∂ = ∂/∂z, ∂̄ = ∂/∂z̄ and analogously for primed z′ and z̄′. For conve-
nience we denoted Weyl symbols of a and ā as z and z̄.

The easiest way to compute (5.152) and (5.153) is to find the Weyl symbol
of the operator,

I±k =
1 ± sin

(
āa+ 1

2

)
(āa+ γ)k

, (5.156)

where γ is some constant, mainly ±1/2.
For sufficiently large k, the operator I±k becomes square trace for which

the formula (5.132) defining the Weyl map is applicable. The result can be
analytically continued for smaller values of k, using the following recurrence
relation,

I±k−m(z̄, z) =
(
|z|2 + γ − 1

2

)
∗ · · · ∗

(
|z|2 + γ − 1

2

)
︸ ︷︷ ︸

m times

∗I±k (z̄, z) . (5.157)

The last equation requires computation of only finite number of derivatives of
I±k (z̄, z) arising from the star product with polynomials in z̄, z.

Exercise 14. Compute the Weyl symbol for the operator (5.156).
5 Weyl symbols of a and ā are denoted, respectively, as z and z̄. The same rule

applies also to primed variables
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5.6.2 Example 2: Map Between Different Dimensions

Consider the situation when the dimension is changed. This topic was consid-
ered in [26, 28].

Consider the Hilbert space H corresponding to the representation of the
two-dimensional noncommutative algebra (5.141), and H⊗H (which is in fact
isomorphic to H) which corresponds to the four-dimensional noncommutative
algebra generated by

[x1, x2] = iθ(1), [x3, x4] = iθ(2) . (5.158)

In the last case noncommutative complex coordinates correspond to two sets
of oscillator operators, a1, a2 and ā1, ā2, where,

a1 =

√
1

2θ(1)
(x1 + ix2), ā1 =

√
1

2θ(1)
(x1 − ix2) (5.159a)

a1 |n1〉 =
√
n1 |n1 − 1〉 , ā1 |n1〉 =

√
n1 + 1 |n1 + 1〉 , (5.159b)

a2 =

√
1

2θ(2)
(x3 + ix4), ā2 =

√
1

2θ(2)
(x3 − ix4) (5.159c)

a |n〉2 =
√
n2 |n2 − 1〉 , ā2 |n2〉 =

√
n2 + 1 |n2 + 1〉 , (5.159d)

and the basis elements of the “four-dimensional” Hilbert space H ⊗ H are
|n1, n2〉 = |n1〉 ⊗ |n2〉.

The isomorphic map σ : H⊗H → H is given by assigning a unique number
n to each element |n1, n2〉 and putting it into correspondence to |n〉 ∈ H. So,
the problems is reduced to the construction of an isomorphic map from one-
dimensional lattice of nonnegative integers into the two-dimensional quarter-
infinite lattice. This can be done by consecutive enumeration of the two-
dimensional lattice nodes starting from the angle (00). The details of the
construction can be found in [26, 28].

As we discussed earlier, this map induces an isomorphic map of gauge and
scalar fields from two- to four-dimensional noncommutative spaces.

This can be easily generalized to the case with arbitrary number of factors
H⊗· · ·⊗H corresponding to p/2 “two-dimensional” noncommutative spaces.
In this way, one obtains the isomorphism σ which relates two-dimensional
noncommutative function algebra with a p-dimensional one, for p even.

5.6.3 Example 3: Change of θ

So far, we have considered maps which relate algebras of noncommutative
functions in different dimensions or at least taking values in different Lie al-
gebras. Due to the fact that they change considerably the geometry, these
maps could not be deformed smoothly into the identity map. In this section,



5 Matrix Models 221

we consider a more restricted class of maps which do not change either di-
mensionality or the gauge group but only the noncommutativity parameter.
Obviously, this can be smoothly deformed into identity map, therefore one
may consider infinitesimal transformations.

The new noncommutativity parameter is given by the solution to the equa-
tions of motion. In this framework, the map is given by the change of the
background solution pµ by an infinitesimal amount: pµ + δpµ. Then, a solu-
tion with the constant field strength F

(δp)
µν will change the noncommutativity

parameter as follows,

θµν + δθµν ≡ (θ−1
µν + δθ−1

µν )−1 = (θ−1
µν + Fµν)−1 . (5.160)

Note that the above equation does not require δθ to be infinitesimal.
Since we are considering solutions to the gauge field equations of motion

Aµ = δpµ one should fix the gauge for it. A convenient choice would be, e.g.,
the Lorentz gauge, ∂µδpµ = 0. Then, the solution with

A(δp)
µ ≡ δpµ = (1/2)εµνθ

ναpα (5.161)

with antisymmetric εµν has the constant field strength

F (δp)
µν ≡ δθ−1

µν = εµν + (1/4)εµαθ
αβεβν = εµν +O(ε2) . (5.162)

This corresponds to the following variation of the noncommutativity parame-
ter,

δθµν = −θµαεαβθ
βν − 1

4
θµαεαγθ

γρερβθ
βν = −θµαδθ−1

αβθ
βν +O(ε2) . (5.163)

Let us note that such kind of infinitesimal transformations were considered in
a slightly different context in [44].

Let us find how noncommutative functions are changed with respect to
this transformation. To do this, let us consider how the Weyl symbol (5.132)
transforms under the variation of background (5.161). For an arbitrary oper-
ator φ after short calculation we have,

δφ(x) =
1
4
δθαβ(∂αφ ∗ pβ(x) + pβ ∗ ∂αφ(x)) . (5.164)

In obtaining this equation we had to take into consideration the variation of
pµ as well as of the factor

√
det θ in the definition of the Weyl symbol (5.132).

By the construction, this variation satisfies the “star-Leibnitz rule,”

δ(φ ∗ χ)(x) = δφ ∗ χ(x) + φ ∗ δχ(x) + φ(δ∗)χ(x) , (5.165)

where δφ(x) and δχ(x) are defined according to (5.164) and variation of the
star product is given by



222 C. Sochichiu

φ(δ∗)χ(x) =
1
2
δθαβ∂αφ ∗ ∂βχ(x) . (5.166)

The property (5.165) implies that δ provides a homomorphism (which is in
fact an isomorphism) of star algebras of functions.

The above transformation (5.164) do not apply, however, to the gauge
field Aµ(x) and gauge field strength Fµν(x). This is the case because the
respective fields do not correspond to invariant operators. Indeed, according
to the definition Aµ = Xµ −pµ, where Xµ is corresponds to such an operator.
Therefore, the gauge field Aµ(x) transforms in a nonhomogeneous way,6

δAµ(x) =
1
4
δθαβ(∂αAµ ∗ pβ + pβ ∗ ∂αAµ) +

1
2
θµαδθ

αβpβ . (5.167)

The transformation law for Fµν(x) can be computed using its definition
(5.128) and the “star-Leibnitz rule” (5.165) as well as the fact that it is the
Weyl symbol of the operator,

Fµν = i[Xµ,Xν ] − θµν . (5.168)

Of course, both approaches give the same result,

δFµν(x) =
1
4
δθαβ(∂αFµν ∗ pβ + pβ ∗ ∂αFµν)(x) − δθ−1

µν . (5.169)

The infinitesimal map described above has the following properties:

(i). It maps gauge equivalent configurations to gauge equivalent ones, there-
fore it satisfies the Seiberg–Witten equation,

U−1 ∗A ∗ U + U−1 ∗ dU → U ′−1 ∗′ A′ ∗′ U ′ + U ′−1 ∗′ d′U ′ . (5.170)

(ii). It is linear in the fields.
(iii). Any background independent functional is invariant under this transfor-

mation. In particular, any gauge invariant functional whose dependence
on gauge fields enters through the combination Xµν(x) = Fµν + θ−1

µν is
invariant with respect to (5.164)–(5.169). This is also the symmetry of
the action provided that the gauge coupling transforms accordingly.

(iv). Formally, the transformation (5.164) can be represented in the form,

δφ(x) = δxα∂αφ(x) = φ(x+ δx) − φ(x) , (5.171)

where δxα = −θαβδpβ and no star product is assumed. This looks very
similar to the coordinate transformations.

The map we just constructed looks very similar to the famous Seiberg–
Witten map, which is given by the following variation of the background
pµ [23],

6 In fact, the same happens in the map between different dimensions
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δSWpµ = −1
2
εµνθ

ναAα . (5.172)

In (5.161), we have chosen δpµ independent of gauge field background. (In
fact, the gauge field background was switched-on later, after the transforma-
tion.) An alternative way would be to have nontrivial field Aµ(x) from the
very beginning and to chose δpµ to be of the Seiberg–Witten form. Then, the
transformation laws corresponding to such a transformation of the background
coincide exactly with the standard SW map. This appears possible because
the function pµ = −θ−1

µν x
ν has the same gauge transformation properties as

−Aµ(x),
pµ → U−1 ∗ pµ ∗ U(x) − U−1 ∗ ∂µU(x) . (5.173)

5.7 Discussion and Outlook

This lecture notes was designed as a very basic and very subjective intro-
duction to the field. Many important things were not reflected and even not
mentioned here. Among these, very few was said about the brane dynamics
and interpretation which was the main motivation for the development of
the matrix models, while the literature on this topic is enormously vast. For
this we refer the reader to other reviews and lecture notes mentioned in the
introduction (as well as to the references one can find inside these papers).

Recently, the role of the matrix models in the context of AdS/CFT corre-
spondence became more clear. Some new matrix models arise in the descrip-
tion of the anomalous dimensions of composite super-Yang–Mills operators
(see e.g., [45, 46].

Another recent progress even not mentioned here but which is related to
matrix models is their use for the computation of the superpotential of N = 1
supersymmetric gauge theories [47–49].
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